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Keywords:

In this study, mean and turbulent flow fields around a line of trees and a steep hill are investigated by unsteady
Reynolds-Averaged Navier-Stokes (URANS) simulation with a new turbulent inflow generation method. First, an
inflow generation method is presented for the URANS model, utilizing a prespecified averaging time to divide the
turbulent flow fields into resolved and modelled parts and ensure conservation of the total turbulence kinetic
energy. The turbulent flow fields reproduced by the URANS model are then evaluated over flat terrain, a line of
trees and a steep hill to demonstrate the performance of the URANS model. A large averaging time can be applied
to the URANS model for flat terrain and a line of trees because the turbulent flow field can be simulated well by
the turbulence model, but suitable averaging times are required for the URANS simulation to predict large
separation vortices behind the steep hill as resolved coherent structures. Finally, an indicator is proposed to
assess the performance of turbulence models considering the prediction accuracy and computational efficiency.
The proposed method exhibits the best performance in predicting the mean velocity and turbulence kinetic
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energy, compared to Reynolds-Averaged Navier-Stokes model and Large Eddy Simulation.

1. Introduction

Turbulent flow is essential for wind conditions at pedestrian level
around buildings (Blocken and Carmeliet, 2008; Tsang et al., 2012;
Janssen et al., 2013), neutral ventilation of buildings (Kobayashi et al.,
2009; Karava and Stathopoulos, 2012; van Hooff and Blocken, 2013),
wind-driven rain (Blocken and Carmeliet, 2006; Blocken et al., 2010;
Kubilay et al., 2013), wind resource assessment over urban areas and
complex terrains (Watanabe and Uchida, 2015; Ishihara and Qi, 2019;
Qian and Ishihara, 2019; Ishihara et al., 2020; Chen et al., 2020) and
structure safety analysis (Zhang et al., 2021; Wang et al., 2022). In these
engineering applications, accurate simulations of both mean and tur-
bulent flow fields are crucial. At the same time, more than 12 wind di-
rections are required to account for the impact of complex terrains on
the mean and turbulent flow fields (Yamaguchi et al., 2003; Ishihara
et al., 2020), leading to high computational cost. Currently, Reynolds-
Averaged Navier-Stokes (RANS) and Large Eddy Simulation (LES) are
widely used for predictions of flow fields in urban areas and over
complex terrain. However, these two approaches cannot satisfy the re-
quirements for high prediction accuracy and low computational cost at
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the same time, since the prediction accuracy and computational cost are
in a trade-off relationship.

The first approach is RANS. Undoubtedly, RANS is a widely used
turbulence model in engineering applications owing to its low compu-
tational cost, as only steady-state solutions are considered in the simu-
lation. Regarding prediction accuracy, Ferreira et al. (1995) conducted
numerical simulations of two-dimensional rough ridges and found that
the drag coefficients were well simulated. Ishihara and Hibi (2002)
simulated the wind field around a three-dimensional rough hill by
standard k- model and Shih’s non-linear k- model. The results showed
that Shih’s non-linear k-¢ model matched better with the experiment
than the standard k-¢ model. However, Balogh et al. (2012) applied the
newly proposed k-¢ model to a three-dimensional smooth hill, the pre-
dicted turbulence kinetic energy deviated significantly from the exper-
iment. The reason why the conventional RANS cannot provide accurate
results is that it fails to simulate organized motions generated by ob-
stacles such as buildings and steep hills (Tominaga, 2015; Qi and Ishi-
hara, 2018). In conclusion, RANS has low computational cost but is
inaccurate, especially for turbulent flow fields with coherent structures
such as complex terrain and urban areas.
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The second approach is LES, which is used to reproduce turbulent
flow fields over complex terrains and in urban areas (lizuka and Kondo,
2004; Ren et al., 2018; Qi and Ishihara, 2018; Qian and Ishihara, 2019;
Ishihara et al., 2020; Yang et al., 2020; Yang et al., 2021; Zhou et al.,
2022). LES has shown good prediction accuracy for turbulent flow fields
because it can reproduce organized structures in the wake region of
obstacles. However, as pointed out by Qian and Ishihara (2019), very
fine grids are essential to resolve near-wall turbulence in LES, which
makes the numerical simulation very time-consuming. Furthermore,
Béghein et al. (2010) summarized that not only does the numerical grid
scale need to be one or two orders of magnitude larger than the Kol-
mogorov microscale, but also the timestep size should be sufficiently
small because turbulence is inherently unsteady. As an extension of LES,
the accuracy of detached-eddy simulation (DES) and delayed detached-
eddy simulation (DDES) also depends on the grid resolution and time-
step size. Overall, LES is accurate for predicting both mean and turbulent
flow fields, assuming a sufficiently small grid and timestep, but it can be
very time-consuming to predict the wind fields even over flat or gently
undulating terrain.

Compared with RANS, URANS can be employed to predict flows with
periodic motions caused by large-scale organized structures in engi-
neering applications. Therefore, URANS is considered as a bridge
strategy that combines the advantages of RANS with those of LES
(Girimaji, 2006) in terms of prediction accuracy and computational ef-
ficiency. In the field of civil engineering, Kato and Launder (1993),
Shimada and Ishihara (2002), Younis and Przulj (2006) applied URANS
to rectangular cylinders with different aspect ratios and favorably pre-
dicted the vortex shedding and vibration of the rectangular cylinders.
The inflow in these simulations is uniform because the turbulence in-
tensity is very low for long-span bridges over oceans and rivers. In the
field of mechanical engineering, Mikuz and Tiselj (2017), Baglietto et al.
(2017), Xu (2020), Feng et al. (2021) validated the efficiency and ac-
curacy of the URANS model, i.e., k- SST and STRUCT-¢ models, for
prediction of the flow fields around rod bundle, T-junction, freight train,
Ahmed body, DrivAer model, periodic hills and asymmetric diffusers. In
these cases, the inflow is assumed to be smooth. However, one of the
limitations of URANS pointed out by Ishihara and Qi (2019) is that in the
turbulent boundary layer, if steady inflow adopted in URANS is the same
as that in RANS, the turbulent flow field in the wake region predicted by
URANS is almost the same as that predicted by the RANS model.
Therefore, a method of generating the turbulent inflow is crucial to
make the most of URANS's ability to reproduce turbulent flow fields.

To evaluate new turbulence models, Lenci (2016) introduced five
criteria: low computational cost, potential accuracy, flow description,
robustness, and ease of use. Among these, flow description is adopted to
visualize the flow field but is not used to evaluate the statistical behavior
of the flow field and cannot be calculated quantitatively. Robustness is
primarily concerned with the numerical stability of the turbulence
model, while ease of use aims to evaluate the usability of the turbulence
model. In engineering applications, potential accuracy and computa-
tional cost are the most important considerations. Therefore, this study
focuses only on the criteria of prediction accuracy and computational
efficiency and proposes an indicator to evaluate the performances of
both together.

This study aims to (1) propose a new inflow generation method that
separates the turbulence into a resolved part and a modelled part for
unsteady Reynolds-Averaged Navier-Stokes (URANS) model, (2) pro-
vide a method to impart the larger low frequency turbulent structures at
the inflow, while modelling the smaller scale turbulence using a two-
equation eddy viscosity model modified to accommodate the in-
teractions between large and small structures, (3) simultaneously ach-
ieve prediction accuracy and computational efficiency using URANS
with the new inflow generation method and demonstrate its perfor-
mance in predicting turbulent flows over flat terrain, tree lined areas and
steep hills. The proposed method bridges the gap between RANS and LES
in terms of prediction accuracy and computational efficiency, and also
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improves the performance of the traditional URANS, making it appli-
cable to a wide range of engineering applications, such as prediction of
dynamic wakes of obstacles and vortex-induced vibrations of structures
in turbulent inflows, etc., which cannot be reproduced by RANS. The
computational time of URANS using the new inflow generation method
is much shorter than that of LES because it is insensitive to the time step
size and the conservation of total kinetic energy is satisfied during the
simulation. In Section 2, numerical models are described, including
governing equations and numerical scheme, the prespecified averaging
time and turbulent inflow used in URANS, and indicators for evaluating
the performance of turbulence models. Section 3 presents the validation
of turbulent flow fields predicted by the URANS model over flat terrain,
a line of trees and a steep hill. Section 4 discusses the prediction accu-
racy and computational cost, and evaluates the performance of RANS,
LES and URANS using three turbulent flow fields. Finally, Section 5
summarizes the conclusions in this study.

2. Numerical models

The governing equations and numerical scheme for the three typical
turbulence models are presented in Section 2.1, In Section 2.2, the grid
systems for numerical simulations are introduced for the cases of a line
of trees and a steep hill. The prespecified averaging time and turbulent
inflow generation methods for the URANS model is clarified in Section
2.3, Section 2.4 presents several indicators to evaluate the performance
of turbulence models.

2.1. Governing equations and numerical scheme

As demonstrated by Rodi (1993) and Tominaga (2015), the instan-
taneous velocity fluctuations caused by coherent structures in turbulent
flow fields are illustrated in Fig. 1 and expressed as,

w(t) = (t) +u(t), G = (€}

where u;(t) is the time series of instantaneous velocity in the i th di-
rection. &;(t) is the time series of grid or ensemble averaged velocity.
u;(t) is the time series of stochastic turbulent fluctuations. For RANS,
Reynolds averaging process is conducted and the mean velocity u; is
predicted by steady simulations. For LES, all the velocity components
are resolved explicitly based on grid resolution (Luis, 2012) and the
mean velocity T; is calculated from the grid averaged velocity ;. For
URANS, the ensemble averaged velocity is resolved by transient simu-
lations and the mean velocity 1; is calculated from the ensemble aver-

aged velocity 1i;, while the stochastic turbulent fluctuation is predicted
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t
Fig. 1. Velocity fluctuations due to coherent structures (Rodi, 1993; Tomi-
naga, 2015).
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by transport equations. Although the mean velocity for both LES and
URANS is expressed similarly, the ensemble averaged velocity and the
stochastic turbulent fluctuation is separated by grid in LES and by time
in URANS.

In incompressible flows, the governing equations of continuity and
momentum are averaged over the computational grids or the averaging
time and are written as,

()
-0 2

de

di ‘J(ﬁiﬁ") b ol (o ag\]| o

] B Y T N T

P TP 7 ox.-+dx,- " o Tl |t o, + fai (3)

where p is the resolved pressure. p is the air density and u presents the
molecular viscosity. f; ; denotes the fluid force. For RANS, on the left side
of Eq. (3), the first term equals zero. The stress 7; is usually modelled by
eddy-viscosity hypothesis and is expressed as,

Ty = 21,55 +%m 4)
~ 1 (dy oy
Si=3 (d_x, +a_x,-) (5)

where y, is the turbulence viscosity. §; is the Kronecker delta function.
S;j is the strain rate tensor and is calculated in Eq. (5).

As mentioned by Spalart (2000) and Hart (2016), there are two
primary model categories: Reynolds-Averaged Navier-Stokes, such as
RANS, URANS, and Scale-Resolving Simulation, such as LES, DES,
DDES. The turbulence viscosity is related to turbulence models. Fig. 2
presents the turbulence kinetic energy among LES, URANS and RANS
models as shown in a turbulence spectrum. f,, denotes the frequency
according to averaging period for a target wind speed, f,; represents the
peak frequency of the spectrum, and f,,, is the Nyquist frequency, which
is half the sampling frequency.

For RANS, all the turbulence kinetic energy k between f,, and f,, as
shown in Fig. 2 is modelled and predicted directly. Regarding LES, the

turbulence kinetic energy k between fap and fay. is resolved, while the
high frequency turbulence between f,. and f,, is modelled with a sub-
grid scale model due to grid resolution limitations (L.uis, 2012). In the
case of URANS, f... represents the boundary of resolved and modelled
turbulence and coincides with the prespecified time of turbulent inflow
generation method introduced in Sect. 2.2.

According to the three turbulence models, the instantaneous and
mean turbulence kinetic energy are expressed as follows:

uS!I‘u,l k

10" URANS I3 I3
= SN i}
RANS % i
ID" . -
al U w0 10t 10! 10 10 10

Fig. 2. Schematics of averaging time in LES and URANS through spectrum.
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k(t) = k(t) +K (1) (6)

kK—k+k ()

where k(t) is the time series of total turbulence kinetic energy. E[t}
represents the time series of the resolved turbulence kinetic energy in
LES and URANS. k'(t) is the time series of modelled turbulence kinetic
energy. k' is the mean value of the modelled turbulence kinetic energy in
LES, which is neglected in this study since most of the turbulence in LES
is resolved. k' in URANS is calculated by a low-pass filter, which is
predicted by a transport equation. In URANS, k' is called ks to distinguish
it from k' in RANS. For RANS, the total turbulence kinetic energy k
equals to the modelled turbulence kinetic energy k'.
The turbulence viscosity in LES is expressed as:

#, = pLE\/ SySy (8)
1
Ls = min (Kd C.;VE) (9)

where Lg is the mixing length for a sub-grid, the von Karman constant «
= 0.42, Cs is the Smagorinsky constant and Cs — 0.032 is adopted (Oka
and Ishihara, 2009). d is the distance away from the nearest wall.

On the other hand, the turbulence viscosity in URANS is calculated as
follows:

[
He=Cup= (10)
£s

where ks and es are the modelled turbulence kinetic energy and turbu-
lence dissipation rate, which are computed from the transport equations
by Xu, 2020 as follows:

dpks dpiiks 0 Y\ oks -
=— S == = puju— — pe 11
ot a  ox, rt o F puitli e~ Pes an
dpes  dplljes 9 i\ des __dl; €5 pe:
ot + dx, - (}XJ H + G, de - Crlpul u’J dx,' ']% - Cr2 ks

; (12)
C.oP (1 _é) £2
s

TTaear ke
where g, and o, are the inverse effective Prandt]l numbers for ks and s,
respectively. The default constants are C, = 0.0845, C,; = 1.42, C,» =
1.68, o = 6. = 1.393 (Fluent, 2021),

The turbulence model in URANS in this study is the STRUCT-¢ model
by Xu, 2020, Compared to the standard k- model, two terms are added
to the right-hand side of Eq. (12). The fourth term is from the conven-
tional RNG k-e model by Yakhot et al. (1992) and is used to describe the
effects of rapid strain and streamline curvature, in which 5, = 4.38, =

0.012. p = "g‘ksfé‘s and ‘g = \n"gfj.g{'j.

The fifth term S, is the product of the constant C,s, the turbulence
kinetic energy ks and the second invariant of the resolved velocity
gradient tension IT and is used to describe the regions lack applicability
of the scale-separation assumption as follows:
C,sks ou; ot

S,,— = C,_;k_sII = = 2 dxj dxi-

(13)

where the constant C,; of 1.5 is determined by a sensitivity study by Xu,
2020,

For RANS, the modelled turbulence kinetic energy ks, modelled
turbulence dissipation rate £5 and ensemble averaged velocity i; in Eqs.

(11) and (12) are replaced by the total turbulence kinetic energy k, total
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turbulence dissipation rate ¥ and mean velocity ii;. The unsteady terms
in the two equations are zero.

The boundary conditions and numerical scheme adopted in this
study are described below. Symmetry conditions are applied to the side
and top boundaries. The outlet boundary condition is pressure outlet.
The bottom surface, including the steep hill, is defined as a non-slip wall
with the surface roughness of zop = 0.01 mm as shown in Ishihara et al.
(1999). The numerical simulations are conducted using ANSYS Fluent
16.2. The spatial discretization method is second order upwind for RANS
and URANS, while the central differencing scheme is adopted for LES, as
recommended by Yang (2015). The time discretization method for LES
and URANS is the second order implicit scheme. The pressure-velocity
coupling for the three turbulence models is Semi-Implicit Pressure
Linked Equations (SIMPLE).

2.2, Grid system for numerical simulations

For the tree row, the schematic diagram can be found in Qi and
Ishihara (2018). Fig. 3a presents a bird’s eye view of the computational
domain. The domain is 70 H(x) x 21 H(y) x 25 H(z), where H = 0.07 m
denotes the height of the trees. The inlet boundary is located 10H up-
stream the line of trees. A space of 60 H is allocated downstream to allow
for vortex shedding behind the tree row. Fig. 3b illustrates a top view of
the grid system and the specific locations Py through Ps are highlighted.
These locations are the subject of later discussion. Fig. 3¢ and Fig. 3d
show a top view of the target zone and a close-up view of the tree row.
Near the edge of the trees, grid refinement is performed with a mesh
ratio of 1.15 and minimal grid resolution of 3 mm to accurately capture
the flow separation. In the wake downstream the line of trees, a uniform
grid of size 30 mm is used. Grid independence is verified by refining the
grid to twice the initial resolution.

For the case of a steep hill with smooth surface, data from the wind
tunnel experiment by Ishihara et al. (1999) are adopted for validation in

(a)

K"// 20

= 30mum > 30mm

(d) min: 3mum
mesh matio: 1.15 §

@ |

Fig. 3. Grid system and computational domain: a bird's eye view of the
computational domain, b top views of entire area, c¢ target zone and d a
tree row.
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this study. The shape of the steep hill is expressed as follows:

hcos* (Lx::y‘)wxz +y* <L

0,4/x* +y* >L

where x, y and z are the longitudinal, lateral and vertical coordinates,
respectively. The hill height is h = 40 mm and the hill radius is L = 100
mm. It is centered at x = 0 and y = 0. The second vertical coordinate z' =
2z —2(x,y) represents the height above the ground. The cross section of
the steep hill according to Eq. (14) is illustrated in Fig. 4.

Fig. 5a shows a bird’s eye view of the computational domain of a
steep hill. If the three-dimensional steep hill is taken out from the
computational domain, it becomes the case of flat terrain hereafter. The
domain is 90 h(x) x 16.5 h(y) x 22.5 h(z), and the inlet boundary
located 30 h upstream from the hill center. The downstream space is 60 h
for the evolution of vortex shedding downstream the hill. Fig. 5b is the
grid system of the entire computational domain where the inlet, P, P»
and Pj are plotted. Fig. 5c shows the target zone and Fig. 5d depicts the
steep hill. The dotted lines in Fig. 5 indicate the boundary of the steep
hill. In this study, 1.0 mm grid is adopted in the target region. A hybrid
grid system similar to that employed by Ishihara and Qi (2019) is
adopted to control the grid amount and improve computational effi-
ciency. In Fig. 5b, the red rectangle containing the steep hill is the target
zone with gird size of 1.0 mm. The elongated yellow rectangles up-
stream, downstream, above and below the target zone are buffer zones
where triangular grids are used to gradually transition from fine grids to
coarse grids. Upstream of the target zone, the grid size is 10 mm, while
the grid size above and below the target zone is 8 mm.

Z(x.y) = (14)

2.3. Prespecified averaging time and turbulent inflow generation for
URANS

As pointed out by Tominaga (2015) and Ishihara and Qi (2019), the
potential of URANS to resolve periodic fluctuations will be limited if
mean velocity and total turbulence kinetic energy are imported to the
inlet boundary. Therefore, a prespecified averaging time should be used
to separate instantaneous velocity into the resolved and modelled parts
and applied to the inlet boundary. In the study, time-averaged Navier-
Stokes simulation with a prespecified averaging time is referred to as
URANS to distinguish it from the conventional unsteady Reynolds-
averaged Navier-Stokes (URANS).

Turbulent inflow generation methods are generally classified into
precursor and synthetic turbulence methods as shown by Zhou et al.
(2022). As stated by Keating et al. (2004), the synthetic turbulence
methods assume that turbulence can be characterized by low-order
statistics. However, these methods often do not match the Reynolds-
stress budget, and the perturbations decay quickly. In this study, the
precursor method is adopted, where the perturbations are generated
directly by the Navier-Stokes equations (Munters et al. 2016). In the
precursor method, an auxiliary flow simulation, such as a large-eddy
simulation on a flat plate, is performed. The exported flow field is

A

vv

2L

Fig. 4. Cross section of the steep hill.
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Fig. 5. Grid system and computational domain: a bird's eye view of the computational domain, b top views of entire area, ¢ target zone and d a steep hill.

then smoothed based on a prespecified averaging time and imported to
the inlet boundary. Fig. 6 shows the computational domains and the
data export or import planes. The computational domain for the LES
simulations and the data export plane are presented in Fig. 6b. The LES
data in the export plane are stored in the database and reused in the
URANS simulations as inflow data from the database as shown in Fig. 6a.

The computational time of URANS is much shorter than that of LES,
since the database generated by LES can be reused. For example, in
complex terrain or urban areas with the same upwind surface roughness
subcategory, more than 12 wind directions are required to evaluate the
wind resources or wind environments. This database can be used as the

(a)

L.

(b) N

Fig. 6. Computational domains and data export or import planes: a computa-
tional domain for URANS and plane for data import; b computational domain
for LES and plane for data export.

inflow for numerical wind tunnels and can also be used for different
projects. The computational time of LES to generate the database of
inflow is 8 h using an Intel Xeon CPU E5-2667 v4 with 88 cores and 960
GB memory, and this inflow database is then used repeatedly. The LES is
run to statistical stationarity and LES simulation records long enough to
capture this stationarity is saved for successively imparting to the inlet
flow after filtering.

First, numerical simulations over flat terrain are carried out by LES to
export the instantaneous velocity component u;(t) = Uiy, Uiz, =, Uij. -,
u; ), where i denotes the velocity component in the i direction, j is the j th
data point and n is the total amount of data points. The time ratio y, is
defined using the velocity spectrum as shown in Fig. 2 as follows:

Te = tae/Tp (15)

where ty,. is the averaging time and T, is the peak period and is equal to
1/fyr, here f,r is the peak frequency as shown in Fig. 2. In this study, T, is
30 s according to the wind tunnel experiment (Ishihara et al., 1999), The
averaging time is the same as the time step of URANS simulation.
Therefore, when the time ratio y, is larger than 1 7, > 1, the time step is
larger than the peak period, which means that only large low-frequency
vortices in energy containing rang are resolved and approaches to that
by RANS if y,>1, On the other hand, when the time ratio y, is smaller
than 1, the time step in simulations is smaller than the peak period,
which means that small high-frequency vortices in the inertial subrange
are resolved and the flow field predicted by URANS is similar to that by
LES. Prediction accuracy and computational efficiency can be achieved
by appropriately determining y,.

Second, a low-pass filter is utilized to filter out the high-frequency
fluctuating velocity component based on the prespecified averaging
time and separate the turbulent flow field into the resolved and
modelled parts. The low-pass filter used in this paper is the moving
average with a sampling window d, which is related to the smoothness of
the filtered velocity and determined as follows:
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d = 2tg. /At (16)
where At is the time interval of the original dataset u;(t). The instanta-
neous resolved velocity i;;, instantaneous modelled turbulence kinetic
energy k,; and dissipation rate & at the jth data point are calculated as
follows:

1 e
Uiy = U a7)
d+1§..-2 !
123:( 1 “2‘*52 2
o1 fo-a)) s
1T \dr1 Ay T
cgl.qkli,_"Z
&) =~ 19)

where u;; and 1;; are the instantaneous velocity and mean velocity in the
i direction at the jth data point. After applying the moving average, the
high-frequency fluctuation in the instantaneous velocity is filtered out
by Eq. (17). The modelled turbulence kinetic energy k;; can be calcu-
lated by the original velocity u;; and the moving averaged velocity u;; by
Eq. (18). Finally, the modelled turbulence dissipation rate, &; is calcu-
lated by Eq. (19) using k.

Finally, the resolved velocity 1;;, modelled turbulence kinetic energy
ks and dissipation rate ¢; after the moving average are imported to the

inlet grid. The dataset of resolved velocity, [E,-‘l NTIEVREN TSI Ii.—,,.,] , has

a total number of data points m = nAt/ty,.. The flowchart of three steps
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to generate turbulent inflow is illustrated in Fig. 7.

More information on RANS, LES and URANS can be found in Ishihara
and Qi (2019). The difference between RANS, LES and URANS for the
inflow used in this study is summarized in Table 1. For RANS, the mean
velocity @;, the total turbulence kinetic energy k and the turbulence
dissipation rate € are applied to the inlet boundary. For LES, the
instantaneous velocity w;(t) are imported to the inlet boundary and the
total turbulence kinetic energy is calculated using only the filtered ve-
locity u;(t). On the other hand, for URANS, not only the filtered velocity
1;(t) but also the modelled turbulence kinetic energy kg(t) and turbu-
lence dissipation rate eg(t) obtained from Eqs. (18) and (19) are im-
ported to the inlet boundary. The total turbulence kinetic energy is also
calculated using the resolved velocity u;(t) and the modelled turbulence
kinetic energy ks(t).

To explain the proposed turbulent inflow generation method, the
profiles of normalized longitudinal mean velocity and total turbulence
kinetic energy with different averaging times at the inlet boundary are
presented in Fig. 8a and Fig. 8b, respectively. The experimental results
from the wind tunnel experiment by Ishihara et al. (1999) are used for
validation. It is observed that the mean velocity and total turbulence
kinetic energy do not change with the averaging time. Fig. 8c illustrates
the variation in resolved and modelled turbulence kinetic energy with
different averaging times. At the inlet boundary, the resolved turbulence
kinetic energy decreases as the averaging time increases, while the
modelled part increases, so the total turbulence kinetic energy does not
change.

6 6 .
i M i W
ot =k iy Ve N\/\.
S u g uJ-'W\/ £ i g fl; N z
i 2 Zen gl s S WE o o
2 2 ¥
= O
g0 J\’\W\/’\/\/\"\// —> &° JWJ\\/ —>
E v d I)j: E v d f}J’
"2 "z "2 12
2 2
'Tm Tu‘l
Eo WWJ\,/\/\/\,J\,;\N S0 Grid system
> W o4 w = W._a W at inlet boundary
s -3 e = 5 Jrg s
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(a)

Fig. 7. The flowchart of the proposed turbulent inflow generation
Inlet grid.

Table 1
Description of inflow data used in RANS, LES and URANS at the inlet boundary.

(©)

method; a Instantaneous velocity components; b Moving-averaged velocity components; ¢

(b)

Turbulence model Longitudinal velocity Lateral velocity

Vertical velocity

Turbulence kinetic energy Turbulence dissipation rate

RANS u v w
LES ult) vit) wit)
URANS () v(t) wit)

k

ks(t)

E

es(t)
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Fig. 8. Profiles of a normalized longitudinal mean velocity, b normalized total
turbulence kinetic energy. ¢ Variation of resolved and modelled turbulence
kinetic energy with different averaging times, y,— 0.03, 0.3, 3 and 30 at the
inlet boundary.

2.4. Indicators for evaluating performance of turbulence models

In this study, two indicators are used to evaluate prediction accuracy
and computational efficiency of turbulence models. In terms of predic-
tion accuracy, the hit rate is commonly employed to evaluate the con-
sistency between numerical results and observed data (Schatzmann
et al., 2010; Oettl, 2015; Ishihara and Qi, 2019), and is formulated as
follows:

max

Experimental results

- 3] SR P

max
Numerical results

Fig. 9. Illustrations of validation metrics. Blue point is a datapoint; blue lines
are thresholds.
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where M is the total amount of data points. j can represents either the
mean velocity U or the total turbulence kinetic energy K, i denotes the ith
data. x; are the experimental results for mean velocity and turbulence
kinetic energy while y; are the numerical results. The threshold D, is
0.15 for the mean velocity while 0.3 for the turbulence kinetic energy,
because a squared variable results in an error twice as large as the
magnitude of the variable itself (Ishihara and Qi, 2019). W, = 0.05 |max|
is the same for the mean velocity and the turbulence kinetic energy,
where |max| represents the maximum of the numerical and experimental
results. A hit rate of g = 1 indicates perfect prediction, meaning that all
errors in the numerical results are within the threshold specified in Eq.
(20). Conversely, if all errors in the numerical results exceed the
threshold, then g = 0. The validation metrics according to Eq. (20) are
illustrated in Fig. 9.

Regarding computational efficiency, Ferziger and Peric (2002)
analyzed the efficiency of parallel programs using a speedup factor,
which is described as the ratio of the computational time of serial al-
gorithm with a single processor to that of the parallelized algorithm with
n processors. Following this principle, in this study, the performance of
computational efficiency is assessed by the ratio of computational time
of turbulence models to that of RANS, as RANS is widely acknowledged
for its excellent computational efficiency (Sidik et al., 2020), it is defined
as follows:

0.1, T/ Trans € (32, +e0)
- 0.4, T;’Tmns e (8, 16]
€= 0.6, T/ Taans € (4, 8] @n
0.8, T/Trans € (2,4]
1.0. T/Trans € (1, 2]

where Trans is the computational time of RANS and T is the computa-
tional time of other turbulence models. During RANS simulations, the
residual values of six variables, i.e. mass, u, v, w, k and &, are monitored
and the solution is considered to have converged when these residual
values are less than 10e-4. The computational time of RANS in this study
is the time used to converge the numerical results. The cluster
computing system used in this study is Intel Xeon CPU E5-2667 v4 with
88 cores and 960 GB memory.

A new indicator is proposed to assess both the prediction accuracy
and computational efficiency of a turbulence model. The principle is
that the higher the prediction accuracy as well as the computational
efficiency, the better the turbulence model. The proposed indicator
combines the accuracy and efficiency as follows:

Sj=q;xe" (22)
where a ranges from 0 and 1. When « is zero, the proposed indicator
depends on the hit rate and only the prediction accuracy is considered.
In this study, an empirical value of @ =1/3 is used, which can be
appropriately selected according to the problem to balance the predic-
tion accuracy and computational efficiency, and a satisfactory score for
both accuracy and efficiency is defined as S; = 0.7.

Another indicator to visualize the organized structures of a turbulent
flow field is the quadrant analysis (Oikawa and Meng, 1995; Ishihara
and Qi, 2019), which divides the product of velocity fluctuations v’ and
w' (also called momentum flux —u'w) into four different quadrants
shown as follows:
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—uw, foru >0 andw >0,n=1;
—uw, foru <0 andw >0, n=2;
—uW.for <0 andw < 0.n=3;
—uw. foru >0 andw <0,n=4

Sn(ufw‘) = (23)

Quadrant two represents ejection events with fluctuating velocity
components backward and upward. Sweep events are depicted in
quadrant four with fluctuating velocity components forward and
downward. Quadrants one and three stand for outward and wall ward
interaction, with minimal contribution to the mean momentum flux
(Poggi and Katul, 2007). The difference in momentum flux between
sweep S, and ejection S, AS, is an indicator of the strength of organized
motion. Specifically, a small AS represents the fully developed turbulent
flow, while a large AS indicates the presence of organized motions, such
as, large-scale vortex shedding and coherent structures.

3. Results and validation of URANS model

The turbulent fields over flat terrain, a line of trees and a steep hill
predicted by URANS are investigated in Sections 3.2, 3.3 and 3.4,
respectively.

3.1. Turbulent flow field over flat terrain

Fig. 10 shows the normalized longitudinal mean velocity and total
turbulence kinetic energy over flat terrain reproduced by URANS with
different averaging times at several downstream locations in the central
plane. The profiles of mean velocity and total turbulence kinetic energy
produced by URANS agree well with these by experiment. The averaging
time used in URANS simulations for flat terrain is not sensitive since the

International Journal of Heat and Fluid Flow 112 (2025) 109705

2

20012 e T

L‘: © Exp. -

@ Total turbulence k= k(f_}'— k(1)

e Resolved urbulence &)

3 0.008 -—-— Mudcl]cdturbulcnu:k“!T} i

8 =g o) -

‘E -------------------------- 2, - L

= .-

o 0.004 ¢ - T

5 <0

= e e

N . S

e 2 ' '
0.03 0.3 3 30

Fig. 11. Variation of resolved, modelled and total turbulence kinetic energy
predicted by URANS at location P; with different averaging times.

turbulence over flat terrain is completely developed. Fig. 11 illustrates
the variations of the resolved and modelled turbulence kinetic energy by
URANS with different averaging times at the location Ps. The trends are
similar to those observed at the inlet in Fig. 8c. This indicates that
URANS can select large averaging times and save computational time
with the same prediction accuracy for flat terrain.

3.2. Turbulent flow field around a line of trees

Fig. 12 presents the profiles of normalized longitudinal mean ve-
locity and normalized total turbulence kinetic energy behind a line of
trees predicted by URANS with different averaging times at several
downstream locations in the central plane. The observation data in
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Fig. 10. Comparison of numerical and observed profiles of normalized longitudinal mean velocity at a Py, b P, ¢ P; and total turbulence kinetic energy at d Py, e P,

fPs,
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Fig. 13. A variation of resolved, modelled and total turbulence kinetic energy with averaging times at location x/H = 4, y/H = 0 and 2/H = 0.43 and b variation of

AS with distance downstream of the line of trees at height z/H = 0.643.

Fig. 12 are obtained from the field measurement by Kurotani et al
(2001). It is obvious that URANS shows good agreement with the
observed mean velocity wheny, < 3, but significantly underestimates the
observed turbulence kinetic energy when y, = 30.

To explain the contribution of the resolved and modelled turbulence
kinetic energy to the total turbulence kinetic energy predicted by
URANS with different averaging times, the variation of the resolved and
modelled turbulence kinetic energy with averaging times is presented in
Fig. 13a for x/H = 4, y/H = 0 and z/H = 0.43. As y, increases, the
resolved turbulence kinetic energy decreases and the modelled part in-
creases. However, for y, > 3, the modelled turbulence kinetic energy in
wake does not increase sufficiently, resulting in a decrease of the total
turbulence kinetic energy. The reason is that the low frequency motions
behind the trees are filtered out by the long averaging time. This sug-
gests that URANS needs an optimal averaging time to resolve the
coherent structures downstream the line of trees. Fig. 13b illustrates the
variation of AS with averaging times at several locations downstream of
the trees at the height of z/H = 0.643. It clearly shows that the AS is

nearly zero in the near wake region, while increases with downstream
distance, indicating the presence of coherent structures behind the trees.
However, AS is close to zero in every region when y, = 30, which means
that the URANS with y, = 30 cannot capture the organized motions
behind the trees.

To further investigate how the averaging time affect the coherent
structures behind the trees, the vortex cores with 4, = -2,000 are visu-
alized in Fig. 14. As the averaging time increases, the small vortices
disappear, and the large vortices become less noticeable. For y, < 3, the
URANS model provides an excellent flow description with visible
coherent structures in wake of the trees. However, for y, = 30, URANS
removes all low frequency motion, and the coherent structures
completely disappear in wake region.

3.3. Turbulent flow field over a steep hill

Fig. 15 shows the profiles of normalized longitudinal mean velocity
and normalized total turbulence kinetic energy over a steep hill
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predicted by URANS with different averaging times.

predicted by URANS at y/h = 0 with different averaging times. It is
found that for y, < 0.3, the predicted mean velocity by URANS is in
satisfactory agreement with that by experiment. However, as y, in-
creases, at the wake of the hill, the longitudinal mean velocity as well as
total turbulence kinetic energy decrease within z/h < 1.5. Specifically,
for y, > 3, the results predicted by URANS exhibit a large discrepancy
with the experimental data.

Fiz. 16a shows the variation of resolved, modelled and total turbu-
lence kinetic energy predicted by URANS with different averaging times
at location x/h = 3.75, y/h = 0 and z/h = 0.5. The resolved turbulence
kinetic energy decreases with increase of the averaging time. Similar to
the row of trees case, for y, > 3, the modelled turbulence kinetic energy
in wake does not increase sufficiently, resulting in a decrease in the total
turbulence kinetic energy. Fig. 16b presents the variation of AS with
downstream distance around the steep hill at height z//h = 1 above the

10

ground surface predicted by URANS with different averaging times. For
7: = 30, AS approaches zero, indicating that no coherent structures are
reproduced, but for y, < 3, AS first increases and then decreases in the
wake region, indicating the presence of organized motion caused by the
horseshoe vortices behind the steep hill as show in Fig. 17, which dis-
plays the vortex cores around the steep hill with 43 = -7,000. As the
averaging time increases, the small vortices disappear, and only the
large vortices remain. The horseshoe vortices in the wake behind the
steep hill are reproduced by URANS for y, < 3, while for y, = 30, there is
no coherent structure behind the steep hill. This result explains why the
conventional URANS cannot simulate the wake of steep hills in a tur-
bulent boundary layer well when the mean velocity and total turbulence
kinetic energy were used as the inlet boundary condition, as shown in
Ishihara and Qi (2019), because when the mean velocity and total tur-
bulence kinetic energy are imported to the inlet boundary, it means that
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a very large averaging times is used.
4. Performance assessments of turbulence models

In Section 4.1, the performance of three turbulence models, namely,
RANS, LES and URANS for predicting turbulent flows over flat terrain is
evaluated, considering time and grid independence. The numerical re-
sults and performance evaluation of RANS, LES and URANS over a line
of trees and a steep hill are then presented in Section 4.2 and 4.3.

4.1. Performance of turbulence models for flat terrain

To evaluate grid and time independence of RANS, LES and URANS,
the profiles of normalized longitudinal mean velocity and total turbu-
lence kinetic energy with respect to grid size and time step size are
shown in Fig. 18 and Fig. 19, respectively. RANS shows good agreement
even with a large grid size and long averaging time. LES is very sensitive
to grid size and time step size and significantly underestimates total
turbulence kinetic energy with large grid or long time step. Here, the
grid size is expressed in real scale. Only with small grid size and short
time step, LES provides good prediction accuracy. In contrast, URANS
permits the use of larger grid sizes and longer time steps and s to meet
the requirements of both prediction accuracy and computational effi-
ciency because the conservation of total kinetic energy is satisfied during
the simulation.

Table 2 summarizes the computational efficiency, hit rate and per-
formance indicator of RANS, LES and URANS for predicting the
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turbulent flows over flat terrain. Since the database for turbulent inflow
generation from LES can be reused, so the total computational time
listed in Table 2 is just the running time for the computational domain
shown in Fig. 3 and Fig. 5. Note that Table 2 shows the LES results with
the same time step size used in Qi and Ishihara (2018). The cases with
performance indicators larger than the threshold 0.7 are highlighted in
red. For RANS, the performance indicators for mean velocity and total
turbulence kinetic energy are larger than 0.7. LES shows the same pre-
diction accuracy as URANS, but the computational time of LES is much
longer than that of URANS. URANS generally provides better perfor-
mance than LES for both mean velocity and turbulence kinetic energy.
Although LES has good prediction accuracy, it takes a long computa-
tional time, and the performance indicators are lower than 0.7. The
overall performance of URANS and RANS are better than that of LES for
predicting flow fields without flow separation.

4.2. Performance of turbulence models for a line of trees

The profiles of normalized longitudinal mean velocity and total
turbulence kinetic energy behind a line of trees predicted by RANS, LES
and URANS with different y, are presented in Fig. 20, where the grid size
of three turbulent models is the same and the time step size in the LES
simulation is constant as used in Qi and Ishihara (2018). RANS dem-
onstrates favorable agreement in predicting mean velocity but signifi-
cantly underestimates turbulence kinetic energy because the vortices in
the energy containing range are not reproduced, as pointed out by Qi
and Ishihara (2018). LES performs well with small time step. URANS
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Fig. 18. Profiles of normalized longitudinal mean velocity and total turbulence kinetic energy over flat terrain predicted by RANS, LES and URANS with different
grid sizes and y, = 0.03: a,d Ax =4 m, b, e Ax = 8m, ¢, f Ax = 16 m at P, in Fig. 5.

predicts the mean and turbulent flow fields with sufficient accuracy for
all averaging times. This means that y, = 3 is the best averaging time for
URANS to predict the turbulent flow behind a line of trees because it
captures vortices in the energy containing range as shown in Fig. 2.

A summary of computational efficiency, hit rate and performance
indicator of RANS, LES and URANS for predicting the turbulent flows
around the row of trees is presented in Table 3. RANS has poor predic-
tion accuracy of the mean velocity and significantly underestimates
turbulence kinetic energy, resulting in poor performance indicators. LES
shows favorable prediction accuracy of the mean velocity and turbu-
lence kinetic energy but the computational time is quite long. URANS
shows favorable prediction accuracy for both the mean velocity and
total turbulence kinetic energy even for longer averaging times (y, = 3).
The performance indicators of URANS are higher than those of RANS
and LES because URANS provides better prediction accuracy and
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computational efficiency for a line of trees.

4.3. Performance of turbulence models for a steep hill

Fig. 21 shows the profiles of normalized longitudinal mean velocity
and total turbulence kinetic energy at x/h = 3.75 and y/h = 0 predicted
by RANS, LES and URANS with y, = 0.03, 0.3 and 3, where the grid size
of three turbulent models is the same and the time step size in the LES
simulation is constant as used in Qi and Ishihara (2018). RANS signifi-
cantly underestimates both the longitudinal mean velocity and total
turbulence kinetic energy, as indicated by Ishihara and Qi (2019). LES
shows good agreement with experimental results with small time step.
In contrast, URANS shows favorable agreement for both the longitudinal
mean velocity and total turbulence kinetic energy when y, < 0.3, while
underestimates those when y, = 3, due to its inability to fully capture the
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Table 2

Summary of computational efficiency e, hit rate g;, and performance indicator S; of RANS, LES and URANS for predicting the turbulent flows over flat terrain based on
the data below z/h = 2 as shown in Fig. 19.

Turbulence Averaging  Computation Sj (@=1/3)
model time time W ax (P Sy
RANS — 0.35 1.00 0.88 1.00 0.88 1.00
LES — 31.23 0.10 1.00 1.00  0.46 0.46
¥e =0.03 9.29 0.20 1.00 1.00  0.58 0.58
URANS =03 2.75 0.60 1.00 1.00 0.84 0.84
Ve = 0.40 1.00 1.00 1.00 1.00 1.00

coherent structures in wake of the steep hill.

Table 4 summarizes the computational efficiency, hit rate and per-
formance indicator of RANS, LES and URANS for predicting the turbu-
lent flows over the steep hill. RANS has low prediction accuracy,
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resulting in low performance indicators of mean velocity and total tur-
bulence kinetic energy in wake of a steep hill. LES has good prediction
accuracy of the mean velocity and total turbulence kinetic energy but
long computational time. Meanwhile, URANS provides acceptable
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Table 3
Summary of computational efficiency e, hit rate g; and performance indicator S; of RANS, LES and URANS for predicting the turbulent flows around a line of trees in the
wake regions from x/H = 1 to x/H = 5 as shown in Fig. 12.

Turbulence Averaging Computation q; Sj (@=1/3)
model time time S T e % S s
RANS 0.20 1.00 0.55 0.00  0.55 0.00
LES 10.38 0.10 1.00 0.80 0.46 0.37
ye =0.03 2.63 0.20 1.00 0.95 0.74 0.70
URANS y: =03 0.87 0.60 0.85 0.85 0.71 0.71
Ye=3 0.23 1.00 0.80 0.75 0.80 0.75

prediction accuracy and computational efficiency, thus, URANS meets
the requirement of both performance indicators. When y, = 3, URANS
has low performance indicator of the total turbulent kinetic energy. This

means that y, = 0.3 is the optimal averaging time for URANS to predict
turbulent flows in wake of a steep hill because the vortex shedding is
well captured as illustrated in Fig. 17b.
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Table 4
Summary of computational efficiency e, hitrate g; and performance indicator 5; of RANS, LES and URANS for predicting the turbulent flow fields over a steep hill in the
wake region from x/h = 1.25 to x/h = 6.25 as shown in Fig. 15.

Turbulence Averaging Computation . q; Sj (a=1/3)
model time time Qv ax Sy S
RANS — 0.35 1.00 0.68 0.30 0.68 0.30
LES — 31.16 0.10 0.91 0.97 0.42 0.45
¥e =0.03 9.32 0.20 0.89 0.82 0.52 0.48
URANS e =03 2.76 0.60 0.86 0.89 0.72 0.75
Ye = 0.41 1.00 076 043 076 043
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5. Conclusions

In this study, a turbulent inflow generation method is proposed for
the unsteady Reynolds-Averaged Navier-Stokes (URANS) model. Tur-
bulent flow fields reproduced by URANS using the generated turbulent
inflows are then validated by comparing with these by experiments. The
performance of RANS, LES and URANS models is also evaluated by the
proposed indicators. The following conclusions are obtained,

1. Anew turbulent inflow generation method for URANS is proposed by
defining a prespecified averaging time to determine the window
width of the low-pass filter. The proposed inflow generation method
is used to separate the turbulent inflow into a resolved part and a
modelled part. The former is directly resolved by the URANS simu-
lation, and the latter is predicted by the turbulence model. As the
averaging time increases, the resolved turbulence kinetic energy
decreases and the modelled component increases, while the conser-
vation of total turbulence kinetic energy is satisfied during the
simulation.

2. The mean velocity and total turbulence kinetic energy predicted by
URANS over flat terrain, a line of trees and a steep hill are validated
using the experimental data to clarify the effect of averaging time.
Large averaging times can be applied to URANS over flat terrain and
a line of trees, but a suitable averaging time is required for URANS to
predict the large vortex shedding behind the steep hill as resolved
coherent structures. The advantage of URANS is that it can predict
the coherent structures as resolved vortices and the random motions
as the modelled turbulence kinetic energy.
The performance of RANS, LES and URANS is evaluated by the
proposed indicators using three turbulent flow fields. LES scores
higher than RANS due to its better prediction accuracy on a line of
trees, while RANS scores higher than LES due to its shorter compu-
tational time over flat terrain. URANS using turbulent inflows ex-
hibits the overall best performance in predicting the mean velocity
and turbulence kinetic energy compared to RANS and LES.
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