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ARTICLE INFO ABSTRACT

Keywords: In this study, an unsteady Reynolds-Averaged Navier-Stokes (URANS) model with a prespecified averaging time
Gomplex terrain and a new method for turbulent inflow generation is proposed to predict turbulent flows over complex terrain.
URANS

Firstly, the effect of grid resolution on turbulent flows over complex terrain is investigated by the Reynolds-
Averaged Navier-Stokes (RANS) and the URANS models. URANS improves the accuracy of the predicted mean
velocity and standard deviation by using finer grids, but the improvement by RANS is limited. Furthermore, the
turbulent flows over hills with different slopes predicted by URANS are examined with respect to various
averaging times. An optimal averaging time based on the slope of the hills is recommended considering the
prediction accuracy and computational efficiency of URANS. Finally, turbulent flows over complex terrain in
coastal areas are investigated by URANS and validated by wind tunnel tests. The predicted mean and standard
deviation of streamwise velocity over complex terrain by URANS are in good agreement with the experimental
data, while those by RANS are overestimated or underestimated.
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1. Introduction

The development of wind turbines has been characterized by an in-
crease in capacity. Regarding micro-siting of a wind farm, it is essential
to assess the mean wind speed and turbulence intensity. The mean wind
speed is important for assessing the overall wind energy potential of a
site since wind power is proportional to the cube of mean wind speed.
On the other hand, turbulence intensity can have a significant impact on
the performance of wind turbines, including wind turbine loading,
structural integrity, and fatigue life. Accurate prediction of the turbulent
flow field is therefore crucial for the proper design, control strategies,
and optimization of wind farm layouts (Watanabe and Uchida, 2015;
Ishihara and Qi, 2019; Qian and Ishihara, 2019).

Nowadays, Computational Fluid Dynamics (CFD) has been widely
employed for micro-siting of a wind farm because it can provide detailed
information on mean wind speeds, turbulence, and wake effects in wind
farms. Typically, numerical simulations with multiple wind directions
need to be conducted to comprehensively evaluate the performance of
wind farms (Yamaguchi et al., 2003; Liu et al., 2016; Ishihara et al.,
2020), resulting in high demands on computational resources. Blocken
et al. (2015) stated that steady Reynolds-Averaged Navier-Stokes
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(RANS) has remained the predominant turbulence model to date since
the computational cost of Large Eddy Simulation (LES) is one or two
orders of magnitude larger than RANS. On the other hand, RANS can
significantly improve computational efficiency compared to LES, but its
prediction accuracy is not guaranteed. Unsteady Reynolds-Averaged
Navier-Stokes (URANS) is a bridge between RANS and LES that con-
siders both prediction accuracy and computational efficiency. However,
as pointed out by Ishihara and Qi (2019), when a steady inflow is
employed, URANS performs similarly to RANS. Therefore, an unsteady
inflow is needed to realize the potential of URANS to simulate turbulent
flow over complex terrain.

Except for the turbulence model, grid size and time step also affect
the accuracy of numerical simulations over complex terrain. Grid sizes
vary from 6 m to 22 m over real terrains as shown in Table 1, where the
length scale is used to express grid sizes at full scale. Overall, the grid
resolution of LES is significantly higher than that of RANS. The main
reason is that the accuracy and reliability of LES, Delayed Detached-
Eddy Simulations (DDES) (Ishihara and Qi, 2019) and Detached-Eddy
Simulations (DES) (Zhou et al., 2022) are affected by the grid size,
since turbulent structures larger than the grid size are explicitly
resolved, whereas turbulent structures smaller than the grid size are
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Table 1

Description of turbulence models, terrain types, scales, grid sizes and time steps used in previous numerical simulations over ridges, hills and complex terrain.
No. References Turbulence model Terrain Type Scale Grid size Time step
1 lizuka and Kondo, 2004 LES 2D ridge 1:1000 2m 1s
2 Bechmann and Sorensen, 2011 RANS/LES Real terrain 1:1 31l m 0.5s
3 Liu et al. (2016) LES Real terrain 1:2000 6m 0.2s
4 Ren et al. (2018) LES Real terrain 1:1 6.25m -
i} Ishihara and Qi (2019) DDES 2D ridge/3D hill 1:1000 2m 0.1s
6 Qian and Ishihara (2019) DDES Real terrain 1:1 8m 0.2s
7 Yang et al. (2021) LES 3D hill 1:1000 2m 0.1s
8 Hu et al. (2021) LES Real terrain 1:1000 - 1s
9 Zhou et al. (2022) DES 3D hill 1:1000 3m 0.1s
10 Li et al. (2024) LES Real terrain 1:2200 22m 225
11 Yamaguchi et al. (2024) LES Real terrain 1:1 8m 0.1s
12 Ishihara and Hibi (2002) RANS 3D hill 1:1000 6m -
13 Yamaguchi et al. (2003) RANS Real terrain 1:2000 25m -
14 Blocken et al. (2015) RANS Real terrain 1:1 25m -
15 Huang and Zhang (2019) RANS Real terrain 1:4000 20m -
16 Chen et al. (2020) RANS Real terrain 1:1500 6.5 m -
17 Cheynet et al. (2020) RANS Real terrain 1:1 10 m -
18 Wang et al. (2024) RANS Real terrain 1:1 125m -
19 Cheng et al. (2024) RANS Real terrain 1:1 125m -
20 Bao et al. (2024) RANS Real terrain 1:1 40 m -

modelled (Bechmann and Sorensen, 2011; Ishihara and Qi, 2019;
Bhuiyan and Alam, 2020; Yang et al., 2021a,b; Zhou et al., 2022; Li
et al., 2024). As a result, finer grid resolutions can provide a more
detailed representation of the turbulent flows, but at a higher compu-
tational cost (Chapman, 1979; Spalart et al., 1997; Beare et al., 2004).
Conversely, the grid resolution for RANS is usually coarser than that of
LES and DDES in directions where the mean flow changes slowly (Li
et al., 2022). This is because the turbulence in RANS is modelled using
time-averaged equations, and the turbulent structures are not explicitly
resolved (Vijiapurapu and Cui, 2010; Bechmann and Sorensen, 2011;
Chipongo et al., 2020).

Furthermore, LES requires a small-time step to capture the turbulent
structures as shown in Table 1, where the velocity scale is assumed as 1
and the time step is expressed at full scale. URANS aims to capture the
mean flow and statistical turbulence characteristics, and therefore can
use a larger time step than LES. However, previous studies using URANS
have not been investigated in detail. Since coherent structures, such as
vortex shedding, exist behind steep terrain. An appropriate averaging
time in URANS simulation is crucial to meet the requirements of both
prediction accuracy and computational efficiency, and the relationship
between the optimal averaging time and the terrain slope requires
further investigation.

This study aims to (1) propose an unsteady Reynolds-Averaged
Navier-Stokes (URANS) model with a prespecified averaging time and
a turbulent inflow generation method, (2) provide optimal grid sizes and
averaging times to accurately and efficiently predict turbulent flows
over complex terrain, (3) clarify the turbulent flow patterns over com-
plex terrain, such as, the flow separation, recirculation and wake in
complex terrain using the proposed URANS model with the optimized
parameters. Section 2 describes numerical models, including governing
equations and numerical scheme, the prespecified averaging time and
unsteady inflow used in URANS, and indicators to evaluate the perfor-
mance of turbulence model. Section 3 first describes complex terrain and
three-dimensional hills investigated, then presents the unsteady inflow
used in this study and investigates the grid independence of URANS and
the optimal averaging time for different terrain slopes considering the
prediction accuracy and computational efficiency. Finally, the mean and
standard deviation of streamwise velocity over complex terrain pre-
dicted by URANS is validated by wind tunnel tests and compared with
those by RANS to reveal the performance of turbulence models in Sec-
tion 4. The conclusions are summarized in Section 5.

2. Numerical methods

An unsteady Reynolds-Averaged Navier-Stokes model (here after
referring to URANS) and a new method for turbulent inflow generation
are proposed in Sections 2.1 and 2.2. The indicators for evaluating
performance of turbulence models are introduced in Section 2.3.

2.1. Governing equations and turbulence model

The governing equations for continuity and momentum in incom-
pressible flow are expressed as,

a(pti;)

ox =0 (1)
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where 1;(t) is the resolved velocity in the i direction (i = 1, 2, 3). p is the
resolved pressure. p is the air density and u is the molecular viscosity.
The stress y;i; in Eq. (2) is usually modelled by eddy-viscosity hypothesis
and is expressed as,
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where §; is the Kronecker delta function. y, is the turbulence viscosity
and can be written as,
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where ks and &5 are the modelled turbulent kinetic energy and turbulent
dissipation rate, which are computed from the transport equations as
follows:
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where o) and o, are constant for modelled turbulence kinetic energy ks
and modelled turbulence dissipation rate s, respectively. The default
constants in transport equations are C,; = 1.42, C,» = 1.68,C,3 = 1.5,C,

= 0.0845, 6 = 0, = 1.393, 5, = 4.38, f = 0.012. 5y = |Sks /es and |S| =

1,f§g,-§g,-. The fourth term on the right-hand side of Eq. (7) is from the RNG

k- model (Yakhot and Orszag, 1986), which aims to quantify the effects
of rapid strain and streamline curvature. The model parameters in the
RNG k-¢ model differ from those used in the standard k-¢ model and the
reason for this difference was explained by Yakhot and Smith (1992)
because it contains the fourth term Eq. (7) that is small in weakly
strained turbulence and large in rapidly distorted flows.

The fifth term S, on the right-hand side of Eq. (7) is from STRUCT-¢
model (Xu, 2020), which is the product of a constant C,3;, modelled
turbulent kinetic energy ks and the second invariant of the resolved
velocity gradient tension, IT used to describe regions lack applicability of
the scale-separation assumption as follows:

Cisks du; ot
2 dx; dx;
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The constant C,; of 1.5 is determined by a sensitivity study by Xu
(2020) and is used to predict the flow fields around the freight train and
T-junction by Garcia et al. (2020) and Feng et al. (2021). Although the
STRUCT-¢ model improves the overestimation of turbulence viscosity in
the wake region, it has only been used for the flow fields with smooth
inflow. By combining the turbulent inflow generation method presented in
Section 2.2 with Eqgs. (6) and (7), both prediction accuracy and compu-
tational efficiency can be achieved for the flow fields with turbulent
inflow.

The numerical simulations are performed using Fluent (2021). The
spatial discretization method employed is second order upwind. Regarding
the time discretization methods, a second order implicit scheme is used.
Additionally, the pressure-velocity coupling follows the Semi-Implicit
Pressure Linked Equations (SIMPLE) approach. The outlet boundary con-
dition is set as a pressure outlet. Symmetry conditions are applied to the
side and top boundaries. The bottom surface, including the complex
terrain, is defined as a non-slip wall with a surface roughness.

2.2, Generation of unsteady inflow for URANS

As pointed out by Ishihara and Qi (2019), if steady inflow is
employed, the mean and turbulent fields predicted by URANS are same
as those by RANS. Therefore, it is essential to develop a method to
generate unsteady inflows for URANS. Fig. 1 shows the flowchart of
three steps to generate unsteady inflow.

Firstly, numerical simulations over flat terrain are carried out by LES
to export the instantaneous velocity component u;(t) = [u;,l Uiz, ... Ui,

.,,_u,-_,.] , where i denotes the velocity component in the i direction, j is the
j th data point and n is the total amount of data points, as shown in Fig. 1
(a).

Secondly, a low-pass filter as shown in Fig. 1 (b) is utilized to filter
out the high-frequency fluctuating velocity component based on the
prespecified averaging time and separate the turbulent flow field into
the resolved and modelled parts. The low-pass filter used in this paper is
the moving average with a window d, which is related to the smoothness
of the filtered velocity and determined as follows:

d = 2t,./dt (©)

where dt is the time interval of the original dataset u;(t) and tg,. is the
averaging time, which is used as a time step in the proposed URANS
model. The resolved velocity 1i;;, modelled turbulence kinetic energy k.,
and dissipation rate ¢, at the jth data point are calculated as follows:
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where u;; and ?L-_,- are the instantaneous velocity and mean wind velocity
in the i direction at the jth data point. After applying the moving average,

w1y (ms™)

5 Ww
I{I j_ l:,.“

W) (ms")
L]

(]
(5]

.l}j

W) (ms™)

LF)
"

W (ms™)
o
<
cé

(5
(F]

wit) (m :."}

Wit) (ms™)
°

Grid system
at inlet boundary

W a W
e
2, o

0 W A VAV
V)
o W;'
5 ! 2
0.0 02 0.4 0.6 0.8 1.0 0.0
Time (s)
d.

0.2 04 0.6 0.8 1.0
Time (s)

b. G

Fig. 1. The flowchart of the proposed unsteady inflow generation method; (a) Instantaneous velocity components; (b) Moving-averaged velocity components; (c)

Inlet grid.
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the high-frequency fluctuation in the instantaneous velocity is filtered
out by Eq. (10). According to Eqgs. (11) and (12), the resolved turbulence
kinetic energy and dissipation rate are filtered out, while the modelled
those are calculated.

Finally, as shown in Fig. 1 (c), the resolved velocity u; j» modelled
turbulence kinetic energy k,; and dissipation rate ¢;; after the moving
average are imported to the inlet grid. The dataset of resolved velocity,
[@1.5; 2. ... ... T m |, has a total number of data points m = nAt/ tye.
The total time of resolved velocities is equal to the total time of original
velocities by LES simulations. The total turbulence kinetic energy K
equals to the summation of the modelled turbulence kinetic energy k;
and the resolved turbulence kinetic energy, k= 3 (wiw) /2.

Unlike LES, which separates resolved and modelled turbulence by
grid resolution limitations (Luis, 2012), URANS separates the two
components by time scales. This is achieved by defining a specific
averaging time ty,. in the process of turbulent inflow generation. The
averaging time proposed in this study is related to the window width of
the low-pass filter. As pointed out by Israel (2023), filtering a fully
resolved turbulent field with any low-pass filter characterized by a
specified length scale results in a filtered velocity field, where unsteady
fluctuations can be introduced into the initial conditions. Therefore, the
subgrid cutoff of URANS depends on the specific averaging time.

Furthermore, if only predicted mean wind speed and standard de-
viations are desired in application usages, the window width d shown in
Eq. (9) can be set to a very large value, which makes the filtered un-
steady inflow become a steady inflow and the URANS results will be the
same as the RANS results as shown in Qian and [shihara (2019).

2.3. Indicators for evaluating performance of turbulence models

In this study, two indicators are used to evaluate prediction accuracy
and computational efficiency of turbulence models. In terms of predic-
tion accuracy, hit rate (Schatzmann et al., 2010; Oettl, 2015; Ishihara
and Qi, 2019) is employed in this study and written as,

N 1. 2= < b, or |y - xi| < 0.05|max|
> i, withn; = Xi 13
i=1 0, else

q=

2| =

where x; and y; are the observed and predicted results, respectively and i
is the ith results. N represents the total number of predicted or observed
values. For the mean wind speed, Dy is 0.15. while for the turbulence
kinetic energy, D, is 0.3 (Ishihara and Qi, 2019). |max| refers to the
maximum value among the predicted and observed values. A hit rate of
q = 1 indicates perfect prediction, meaning that all errors in the nu-
merical results are within the threshold specified in Eq. (13).
Conversely, if all errors in the numerical results exceed the threshold,
then g = 0.

The score of prediction accuracy is quantified by the hit rate as
shown in Eq. (14).

S, — { 1.qy = 0.85 and qx > 0.80 14)

0. others

where gy is the hit rate of the mean wind speed and g is the hit rate of
the total turbulent kinetic energy K.

The performance of computational efficiency is assessed by the ratio
of computational time of any turbulence model to that of RANS. Since
RANS is widely recognized for its excellent performance, the score of
computational efficiency is evaluated by the ratio of computational time
of URANS to that of RANS as shown in Eq. (15).
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where T is the computational time of any turbulence model and Trans is
the computational time of RANS. The cluster computing system used in
this study is Intel Xeon CPU E5-2667 v4 with 88 cores and 960 GB
memory.

Referring to the criteria proposed by Lenci (2016) for evaluating any
turbulence model, the important considerations of prediction accuracy
and computational efficiency are selected to evaluate turbulent models.
The score that considers both prediction accuracy and computational
efficiency is expressed as follows:

§=8,%8S. (16)

As stated by Blocken (2014), the prediction accuracy of numerical
simulations is important, thus the sensitivity of S, in Eq. (14) is set
higher than the sensitivity of computational efficiency in Eq. (15).
Meanwhile, S, is scored from 1 to 5 by dividing computational time of
turbulence models by that of RANS because the computational time of
RANS is minimal. The smaller the ratio of computational time of other
turbulence models to that of RANS, the more computationally efficient
the turbulence model is, and the higher the score S,.

The highest score § is 5, indicating that both accuracy and efficiency
criteria are satisfied. The lowest score S is 0, indicating that the accuracy
criterion is not met. An acceptable score for both accuracy and efficiency
in engineering applications is defined as § > 3 in this study.

3. Independence tests for grid size and averaging time

Section 3.1 describes the complex terrain in coastal areas and three-
dimensional hills in detail. The computational domain of complex
terrain is described in Section 3.2. Unsteady inflow and the grid inde-
pendence are investigated in Sections 3.3. The optimal averaging time
for different terrain slopes is examined in Sections 3.4.

3.1. Description of complex terrain and three-dimensional hills

In this study, two types of terrain models are used to investigate the
performance of the proposed URANS model: One is a simple three-

Fig. 2. Elevation contours of complex terrain and measurement points used in
this study.
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Site A
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Site G

Fig. 3. Bird's eye view of complex terrain around (a) point A, (b) point B, (¢) point F and (d) peint G.

Table 2
Summary of terrain slope index of measurement points A, B, F and G based on
IEC61400-1.

Measurement point Terrain slope index (*) Terrain complexity category

A 7.4 L
B 20.9 H
F 36.8 H
G 6.2 L

dimensional hill, the other is a complex terrain.

Elevation contours and measurement points for the complex terrain
used in this study are shown in Fig. 2. Points A-G in the figure corre-
spond to the measurement points described in Yamaguchi et al. (2003).
Fig. 3 shows Bird’s eye view of terrain around four typical measurement
points. The surrounding terrains at the measurement points A, B, F and G
are quite different. The area around measurement point A is relatively
flat and terrain is not complex. Measurement point G is relatively low in

H = 10mm
H = 20mm

elevation and flat but is surrounded by complex terrain. On the other
hand, the area around measurement point B is recessed and character-
ized by complex terrain. To the northeast of measurement point F, a
steep cliff runs parallel to the sea. The maximum elevation of the coastal
area is 267.4 m. Wind speeds were measured at eight different heights
above ground level of 5, 10, 20, 35, 50, 75, 100 and 150 m at full scale as
shown in Yamaguchi et al. (2003).

Table 2 summarizes the terrain slope index (TSI) of measurement
points A, B, F and G based on the definition in IEC61400-1 (2019). As
shown in Fig. 3 and Table 2, the terrain around measurement points A
and G is relatively gentle, while the terrain around measurement points
B and F is very complex. Therefore, the four measurement points are
categorized into two groups based on the gentle and steep terrain.

Since the complexity of coherent structures increases with increasing
the terrain slope, the optimal averaging time of URANS needs to be
adjusted accordingly. A simple three-dimensional hill as shown in Fig. 4

z

L =200mm o

Fig. 4. Configuration of the cross section of the three-dimensional hills with different hill heights.
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4m (8km)

Fig. 5. Elevation of (a) complex terrain and photo of (b) terrain model used in this study.

is employed and expressed as:

H cos® (ﬁi‘x;'-l—ﬁ) Xy < g
z,(x._y) =
0.\/x 4y 22

where x, y and z are the streamwise, lateral and vertical coordinates,
respectively. The center of the hill is at x = 0, y = 0. L = 200 mm is the
diameter of the hill. The wind speed over the flat terrain at z = 80 mm
and x = 0 mm is used as a reference velocity U,y and it is 4.8 m/s as
shown in Ishihara et al., (1999) and Ishihara and Qi (2019).

a7)

3.2. Computational domain of complex terrain

Fig. 5 shows the configuration of complex terrain along the coast of
Hokkaido, Japan and the wind tunnel model used in Yamaguchi et al.
(2003). The wind speed outside the boundary layer, Uy, is 6 m/ s. The
scale of terrain model is 1:2000 and the diameter at full scale is 8.0 km.
The elevation of the terrain model gradually decreases to 0 m at the edge
of the terrain model. The height of terrain model 2;(x, y) is calculated as
follows:

2.__0km

1.0k -

o Rt

VX +y <R

Z:(x, )= 4 2,(x,y) {1 —w} =0, R<\/xX*+y <R+

Z(x,Y),

L,

0, VX 4y 2R+ L,

(18)

where x and y represent the streamwise and lateral coordinates, and the
origin of the coordinate system is at the center of the terrain model.
z4(x, y) is the elevation of the original terrain. R = 3.0 km is the radius of
the same extent as the original terrain, L. = 1.0 km is the width of the
outer ring. The surface roughness length of the terrain at full scale is
0.02 m. The second vertical coordinate, ' = z — z(x.y), is also used to
indicate the height above the ground surface.

The computational domain for the complex terrain of coastal region
isillustrated in Fig. 6 (a). Its extent is 13.5km x 17.4 km x 2.0 km in the
streamwise, lateral and vertical directions, respectively. Fig. 6 (b) shows
the grid system. A target zone is a square region with a side of 6.0 km
centered at the origin, which is used to investigate the effects of the
complex terrain on the turbulent flow fields. An additional zone is
connected in front of the target zone to consider the effect of upstream
terrain. A buffer zone surrounding the additional zone along and the
target region is provided to prevent the effect of side and downstream
boundaries. The ¢ grid system is employed to adjust the vertical co-
ordinates above the terrain and to keep the ratio of vertical grid size
constant. The vertical grid size of the first layer is 0.4 m at full scale with
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Fig. 6. Configuration of (a) computational domain and (b) top view of grid system.
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Fig. 7. Comparison of predicted and measured vertical profiles of (a) the mean and (b) standard deviation of streamwise velocities in the undisturbed boundary layer

used for the case of complex terrain.

a grid stretching ratio of 1.15. The same grid system is used to perform
numerical simulations for eight wind directions using. Similar to a
turntable in a wind tunnel, the coordinates of the terrain are rotated
when the wind direction changes. This terrain model is used to inves-
tigate the grid and time independence of turbulent flows over a complex
terrain predicted by URANS.
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3.3. Unsteady inflow and grid independence

The turbulent flow in the undisturbed boundary layer without
complex terrain is first predicted using the computational domain as
shown in Fig. 6 (a) and compared with the experimental data. In this
section, an averaging time of 10 s is used in the URANS simulations. The
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Fig. 8. Comparison of predicted and measured vertical profiles of (a)-(h) the mean streamwise velocity in eight wind directions at measurement point B shown in

Fig. 3 (b).
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standard deviation g, is calculated from turbulence kinetic energy K, i.
e., oo = 1.2K, as shown in Yamaguchi et al. (2003), which is based on
the relation among the standard deviation of each velocity components
obtained by Paterson and Holmes (1993). The predicted vertical profiles
of the mean and standard deviation of the streamwise velocity in the
undisturbed boundary layer are normalized by the wind speed outside
the boundary layer Uy, as shown in Yamaguchi et al. (2003), and pre-
sented in Fig. 7. They are in good agreement with the experimental data,
indicating that the generated unsteady inflow can be used to simulate
the development of turbulent flow in an undisturbed boundary layer.
Ishihara et al. (2020) investigated the effect of grid resolutions on the
simulation of flow fields in an urban area predicted by LES and RANS.
The conclusion is that increasing the grid resolution significantly im-
proves the prediction accuracy of LES, while the accuracy of RANS does
not. This discrepancy in RANS is due to its inability to capture the
coherent structure in the urban area by increasing the grid resolution.
The grid independence test is performed at measurement point B in
complex terrain using two different grid resolutions of 12 m and 24 m in
x and y directions, as shown in Fig. 3 (b). The averaging time of 10 s is
also used in simulation for complex terrain. The vertical profiles of the
mean and standard deviation of streamwise velocity at eight wind di-
rections predicted by RANS and URANS models are illustrated in Figs. 8
and 9, respectively. The prediction accuracy of both the mean and
standard deviation of streamwise velocity by RANS does not improve
with increasing the grid resolution from 24 m to 12 m. For most wind
directions, RANS underestimates the mean velocity and overestimates
the standard deviation of velocity near the surface, which is consistent
with the conclusions by Ishihara et al. (2020). This is because RANS
cannot capture coherent structures near the surface (Uchida and Ohya,
2003; Ishihara and Qi, 2019; Ishihara et al., 2020). In contrast, the
URANS with a grid resolution of 24 m shows slight inconsistencies with
the experimental data, especially in the near-surface region, but per-
forms well with a finer grid size of 12 m. A similar grid size of 12.5 m was
used by Wang et al. (2024) and Cheng et al. (2024) to predict turbulent
flows over real complex terrain. Compared with the grid size of LES and
RANS as shown in Table 1, the optimal grid size of URANS is
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intermediate between LES and RANS, because URANS models small
vortices, while resolving large eddies. This indicates that the computa-
tional efficiency of URANS is higher than that of LES. The grid size of 12
m in x and y directions is also used in Sections 4.1 and 4.2,

3.4. Optimal averaging times for different terrain slopes

The unsteady inflow used in this section is also examined. The
computational domain is the same as that of Ishihara and Qi (2019). The
predicted mean streamwise velocity and total turbulence kinetic energy
in the undisturbed boundary layer at the location of the center of the hill
are shown in Fig. 10, which are normalized by the wind speed Uy, as
shown in Ishihara and Qi (2019). Both the mean streamwise velocity and
turbulence kinetic energy also agree well with the experimental data.
This indicates that URANS can accurately simulate both the resolved and
modelled turbulence, resulting in the same total turbulent kinetic energy
predicted by RANS.

To investigate the effect of terrain slope on the averaging time and
recommend the optimal averaging time as a function of terrain slope,
four hill heights are used as shown in Fig. 4. For each hill height, nu-
merical simulations are conducted with three averaging times by
URANS. The cases for determining the optimal averaging time as well as
terrain slope index, criteria for terrain complexity and terrain
complexity category as defined in IEC61400-1 (2019) are summarized in
Table 3.

Simulations of the cases listed in Table 3 are conducted to determine
the optimal averaging times for different terrain slopes. Fig. 11 displays
the normalized mean velocity and total turbulence kinetic energy pro-
files over a three-dimensional hill with H = 0.04 m using URANS with
different averaging times. With a proper averaging time, URANS accu-
rately simulates the mean velocity and turbulence kinetic energy. As the
averaging time increases, both the mean velocity and turbulence kinetic
energy slightly decrease due to the reduced resolution of coherent
structures in the wake region of the hill. Nevertheless, URANS is not
sensitive to the averaging time compared to LES.

Numerical results for other terrain slopes are not presented in detail
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Fig. 9. Comparison of the predicted and measured vertical profiles of (a)-(h) the standard deviation of the streamwise velocity component in eight wind directions at

measurement point B shown in Fig. 3 (b).
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Table 3
Definition of criteria and category for terrain complexity in [EC61400-1 (2019)

Case Hill height, H (m) Terrain slope index, TSI (*) Criteria for terrain complexity Terrain complexity category Averaging time, ty,. (s)
1 0.01 57 0° < TSI < 10° Not complex 10, 20, 50

2 0.02 11.3 10° < TSI < 15° L

3 0.03 16.7 15° < TSI < 20 M

4 0.04 21.8 TSI = 20° H

here, but the performance of URANS for different terrain slopes is
evaluated through the score as defined in Section 2.3. For H = 0.01,
0.02, 0.03 m, the numerical results from LES with At = 0.0001 s are used
as the virtual observed values for the evaluation, since there are no
experimental data for these three cases. Table 4 summarize the hit rates
and scores of URANS for different terrain slopes and averaging times.
The optimal averaging times for various terrain slopes are marked in red.
As the terrain slope increases, the optimal averaging time decreases due
to the more severe flow separation and the more high-frequency
coherent structures, and therefore shorter averaging times are
required to capture them accurately. The variation of the optimal
averaging time with the terrain slope is shown in Fig. 12, The annota-
tions ‘Not complex’, ‘L', ‘M’, and ‘H’ in Fig. 12 correspond to no, low,
medium, and high terrain complexity in IEC61400-1 (2019), respec-
tively. For the not complex terrain, the optimal averaging time is
selected to be 50 s. For the terrain complexity index of L, 20 s can be
selected. For terrain complexity indexes of M and H, 10 s is considered as
the optimal averaging time. This averaging time, i.e., the time step used
in URANS is one or two orders of magnitude larger than the time step
used in LES as shown in Table 1. This indicates that the computational
efficiency of URANS is much higher than LES.

The purpose of investigating the sensitivity of ta. to terrain slope
index of simple hill shapes is to determine the smallest t4,. that can be
used to capture the vortex shedding. As can be seen from Table 4, for the
terrain with a low TSI of 5.7 °, the optimal t,y. is larger than that with a
high TSI of 11.3 ° or more, which is reasonable since vortex shedding of
hill with low slopes is not as severe as these with high slopes. However,
in engineering applications, complex terrain with both gentle and steep
hills is very common, thus, the smallest t,y, = 10s should be adopted to
capture vortex shedding and coherent structures in the wake region.
Thus, the averaging time of 10 s is also used in numerical simulations

over complex terrain in Sections 4.1 and 4.2, It is noticed that the pro-
posed method is applied to several turbulent flow fields, such as a row of
trees and a single building, and results with t,. = 10s show good
agreement with those by LES as shown in Qi and Ishihara (2018), which
were validated by experimental data.

4. Turbulent flows over complex terrain in coastal regions

Section 4.1 presents the turbulent flow fields near measurement sites
A and G, which are categorized as having gentle terrain. Section 4.2
shows the turbulent flow fields near measurement sites B and F, which
are classified as having steep terrain.

4.1. Turbulent flow fields over gentle terrain around points A and G

Turbulent flow fields over gentle terrain at point A is first investi-
gated. Fig. 13 illustrates the mean and standard deviation of streamwise
velocities at point A in four typical directions predicted by RANS and
URANS. The RANS model shows favorable good agreement with the
experimental data for northerly and easterly winds in Fig. 13 (a) and (c)
but underestimates the mean velocity near the ground for the southerly
and westerly winds in Fig. 13 (b) and (d) due to the complex terrain
upstream as shown in Fig. 2. In contrast, URANS provides favorable
good agreement with the experimental data for all wind directions.

Fig. 14 visualizes the mean and standard deviation of streamwise
velocities by URANS for a westerly in a horizontal plane of z° = 20m
above the ground at measurement point A, Due to the effect of the
terrain in the southwest, the mean velocity in the northeast is generally
higher, while the standard deviation shows the opposite trend. In the
wake region, the mean velocity is reduced, but the turbulent eddies
cause larger standard deviations. This phenomenon is often seen in the
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Fig. 11. Comparison of predicted and measured vertical profiles of (a) the mean streamwise velocity and (b) turbulence kinetic energy over a three-dimensional hill

with H = 0.04 m on the vertical plane aty = 0.

Table 4
Variation of hit rate and score with terrain slopes and averaging times.
Terrain slope index, tare qu qx Sa Trans Tthy S S
TSI (%) (s) (h)
57 10 1.00 090 1 0.35 2.64 3 3
20 0.94 0.85 1 1.39 4 4
50 0.89 083 1 0.67 5 5
11.3 10 0.92 0.90 1 0.35 2.66 3 3
20 0.87 0.83 1 1.40 4 4
50 0.82 0.75 0 0.69 5 0
16.7 10 0.89 0.90 1 0.36 2.67 3 3
20 0.84 0.79 0 1.43 4 0
50 0.77 0.64 0 0.68 5 0
21.8 10 0.86 0.89 1 0.38 2.70 3 3
20 0.82 0.76 0 1.49 4 0
50 076 043 0 0.72 5 0

wakes behind an obstacle due to the interaction between flow and
terrain. URANS effectively captures low and high-speed streaks, as well
as low and high turbulence streaks, while RANS cannot capture these
streaks because it uses a uniform and steady inflow. This feature of
URANS is similar to the LES used in Uchida and Ohya (2003). This ex-
plains why URANS achieves higher prediction accuracy compared to
RANS at measurement point A.

Measurement point G is located on a relatively flat lowland with a
small hill to the north and a ridge to the northeast. When the flow comes
from the north or northeast, point G is in the wake region as shown in
Fig. 2. Fig. 15 shows vertical profiles of the mean and standard deviation
of streamwise velocities at point G in four typical wind directions pre-
dicted by RANS and URANS. RANS underestimates mean velocities of
the northerly, northeasterly and southerly winds in Fig. 15 (a)-(c)
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Fig. 12, Variation of optimal averaging time with terrain slope index.

compared to URANS due to the wake effect from upstream terrain but
predicts the mean and standard deviation of the streamwise velocity of
the southwesterly wind better in Fig. 15 (d) due to the flat upstream
terrain. In contrast, URANS shows favorable good agreement with the
experimental data for all wind directions.

To visualize the turbulent flow field in the wake region, Fig. 16
presents contours of the mean and standard deviation of streamwise
velocities of the northeasterly wind by URANS. It is clear that URANS
can reproduce the faster recovery of wake and accurately predict the
standard deviation in the wake region. Since it is important to evaluate a
strong mixing flow in the wake, it is recommended to use URANS for
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above the ground at measurement point A. The units in the counter are m/s.
simulations even over relatively gentle terrain.
4.2. Turbulent flow fields over steep terrain around points B and F

Turbulent flow fields over steep terrain around point B are then
investigated. As shown in Fig. 3 (b), the area around measurement point
B features complex terrain. Fig. 17 illustrates the mean and standard
deviation of streamwise velocities at site B for four typical wind di-
rections predicted by RANS and URANS. RANS underestimates mean
velocity of the northerly, northwesterly and westly winds near the
ground in Fig. 17 (a)-(c) due to upstream complex terrain. In contrast,
URANS accurately simulates both the mean velocity and standard de-
viation of streamwise velocities for all wind directions.

11

To evaluate the performance of URANS, Fig. 18 displays the mean
and standard deviation of streamwise velocities at 2 =20 mand # = 70
m above ground. At 2 = 20 m, the mean velocity predicted by URANS
responds quickly to the terrain and is consistent with the LES simula-
tions over complex terrain by Abedi et al. (2021) as shown in Fig. 18 (a).
In contrast, RANS assumes a time-averaged flow and neglects instanta-
neous fluctuations due to coherent structures, making it less sensitive to
changes in terrain. Unsteady turbulence models such as URANS and LES
consider time-dependent turbulence and better capture complex flow
patterns. At z' = 70 m, the mean velocity predicted by RANS and URANS
are similar, because the flow field at this height is less affected by the
terrain.

As shown in Fig. 18 (b), the change in standard deviation of velocities
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with terrain is less pronounced than that in mean velocity. At 2’ = 20m,
the standard deviation of velocities predicted by URANS changes more
pronounced with terrain compared to RANS for the same reason as the
mean velocity. Furthermore, the standard deviation of velocity at 2 =
70 m is higher than that at 2 = 20 m due to the increased mean velocity
and the increased turbulence.

Measurement point F is characterized by a steep cliff in Fig. 3 (¢) and
is used to compare RANS and URANS in reproducing flow separations.
Fig. 19 illustrates the mean and standard deviation of streamwise ve-
locities at point F for four typical wind directions predicted by RANS and
URANS, RANS for the southeasterly and northwesterly winds in Fig. 19
(a) and (b) performs comparably to URANS as there is no flow

12

separation. However, RANS for the northeasterly wind as shown in
Fig. 19 (¢) and (g) significantly overestimate the mean velocity and
underestimate the standard deviation.

To explain why URANS can accurately predict the flow field of the
northeasterly wind, Fig. 20 displays contours of the mean and standard
deviation of streamwise velocities in the vertical plane across mea-
surement point F. The contours show that the wind is blocked when it
encounters a steep cliff, leading to flow separation and reattachment.
The airflow reattaches downstream of the cliff, resulting in strong tur-
bulent mixing. However, since RANS assumes that the airflow is time-
averaged and steady, it cannot capture the unsteady motions in the
recirculation zone, which reduces the prediction accuracy of the mean
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velocity and standard deviation. This limitation of RANS in predicting
the flow fields around point F is similar to problem pointed out by
Tominaga (2015) regarding the simulation of the reattachment zone
above a single building, and highlights the superior performance of
URANS in simulating turbulent flow over complex terrains.

5. Conclusions

In this study, an unsteady Reynolds-Averaged Navier-Stokes
(URANS) model with a prespecified averaging time and a new method
for turbulent inflow generation is proposed to predict turbulent flows
over complex terrain. The following conclusions are obtained.
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1. The effects of grid size on the mean velocity and standard deviation
over complex terrain are investigated by URANS and RANS. URANS
improves the accuracy of the predicted mean velocity and standard
deviation by using a finer grid, but the RANS provides limited
improvement because it models all the eddies in the turbulent flow
fields over complex terrain. The optimal grid size of URANS for
simulating turbulent flows over complex terrain is 12 m, which is
intermediate between LES and RANS.

2. The turbulent flows over hills with four different slopes, corre-
sponding to the terrain complexity index ‘not complex’, ‘L’, ‘M’ and
‘H’ in IEC61400-1, are investigated with URANS in terms of different
averaging times. The optimal averaging time based on the slope of
the hill is recommended considering the prediction accuracy and
computational efficiency of URANS. When using URANS to simulate
turbulent flows over complex terrain, an averaging time, i.e. a time
step of 10 s is recommended. The time step is much longer than LES
because URANS only resolves large eddies.

The turbulent wind fields over complex terrain in coastal regions are

investigated with URANS. At measurement points A and G, the low

and high-speed streaks and the mixing flows in the wake region are
well captured by URANS. At measurement points B and F, the mean
velocities predicted by URANS respond rapidly to the near-ground
terrain and well show the separation, recirculation and reattach-
ment of the flow behind the cliff, while RANS cannot capture these
flow patterns well because a steady inflow is used in the simulations.
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