A new Gaussian-based analytical wake model for wind turbines considering ambient turbulence intensities and thrust coefficient effects
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A B S T R A C T

A new wake model for wind turbines considering ambient turbulence intensity and thrust coefficient effects is proposed by numerical and analytical studies. Firstly, two kinds of operating condition with different thrust coefficients under two types of inflow with different ambient turbulence intensity are simulated for a model and a utility-scale wind turbine by using large eddy simulation (LES). The predicted mean velocity and turbulence intensity in the wakes of two wind turbines are compared with those obtained from the wind tunnel tests to validate numerical models. Subsequently, a new wake model is proposed to predict the mean velocity and turbulence intensity distribution in the wake regions of wind turbines. The model is derived based on the axial symmetry and self-similarity assumption for wake deficit and added turbulence intensity. All parameters of the proposed model are determined as the function of ambient turbulence intensity and thrust coefficient identified based on the various large eddy simulations. The velocity deficit and added turbulence intensity in the wake predicted by the new wake model show good agreement with the LES simulations and experimental results in the near and far wake regions.

1. Introduction

Wind turbines in a wind farm operating in the downwind wake flow are subjected to two main problems: decreased energy production due to the velocity deficit and increased fatigue loading due to the added turbulence intensity generated by the upwind turbine (Vermeer et al., 2003; Barthelmie et al., 2009). Especially in the offshore wind farm, where the ambient turbulence intensity is lower than that in the terrestrial boundary layer, the wakes recover more slowly and bring severer effects (Ishihara et al., 2004; Wu and Porte-Agel, 2012). Therefore, an accurate evaluation of the wake effect is essential in the wind farm layout design in order to improve the power efficiency and the lifetime of the turbine.

Prediction of wake effect requires detailed understanding of the behavior of wake flow and its interaction with atmospheric boundary layer. In previous studies, the wake characteristics in the atmospheric boundary layer have been investigated by wind tunnel tests (Ishihara et al., 2004; Chamorro and Porte-Agel, 2009), however it is difficult to capture the detailed turbulence structure due to the constraint of measurement.

In recent years, computational fluid dynamics (CFD) has been used to study wind turbine wake flow and to optimize wind farm layout (Sanderson et al., 2011). In these studies, the large-eddy simulation (LES) was popularly used for the study of wind turbine wake characteristics, and the wind turbine induced forces were modelled using either of the two approaches, the generalized actuator disk model (ADM) or actuator line model (ALM). The ALM is used to reproduce detailed three-dimensional rotational effects, like tip vortices. However, it is noted that finer mesh and smaller time steps are required for ALM, thus this method is costly for LES simulation of a large wind farm. According to the study in reference (Witha et al., 2014), the CPU time of ALM simulation is greatly enhanced compared to the ADM simulation by a factor of 4–12 depending on the grid resolution. The earliest version of ADM is the actuator disk model without rotation (ADM-NR), in which the turbine induced force is parameterized as an overall thrust force uniformly acting on the rotor disk (Jiménez et al., 2007; Calaf et al., 2010; Goit and Meyers, 2015). Another extended ADM uses the blade element momentum (BEM) theory (Burton et al., 2011) to calculate the lift and drag forces and then unevenly distribute them on the actuator disk. This modified approach is referred to as the actuator disk model with rotation (ADM-R). The ADM-R has been employed in LES simulation and validated by the wind tunnel tests for the wind turbine wakes in turbulent boundary layers (Wu and Porté-Agel, 2011, 2012). Although the detailed
characteristics of mean velocity and turbulence in the turbine wake have been examined in these studies (Wu and Porté-Agel, 2011; Xie and Archer, 2014), the effect of ambient turbulence intensity and thrust coefficient require further systematic investigation.

In comparison to wind tunnel tests and numerical simulations, wake models have advantages in designing and optimizing wind farm layout because of its simplicity and high efficiency (Crespo et al., 1999). The wake can be generally divided into near wake region and far wake region (Vermeer et al., 2003). The near wake region typically has a length less than three diameters downwind the turbine (Crespo and Hernández, 1996), which is complicated to cope with due to the fact that it is significantly affected by the blade aerodynamics, stalled flow, tip vortices as well as nacelle and tower (Vermeer et al., 2003; Xie and Archer, 2014). Thus, most wake modelling mainly focus on the far wake region, where the wake is fully developed and the velocity deficit and the added turbulence intensity can be assumed axisymmetric and have self-similar distributions in the wake cross-sections (Vermeer et al., 2003).

Prediction of the velocity deficit is the primary objective of wake models. One of the classical and widely used wake model for velocity deficit was proposed by Jensen (1983), and was developed further by Katic et al. (1986), which assumes a linearly expanding wake with a uniform profile, termed “a top-hat shape”, for the velocity deficit. The Katic et al.’s model only considers the mass conservation. More recently Frandsen (Frandsen et al., 2006) proposed a model that applied the balance of momentum in addition to the mass conservation. It still took a top-hat assumption for the velocity deficit. In comparison with the top-hat assumption, Gaussian distribution is more reasonable for the velocity deficit profile in wake cross section, which was derived by Ishihara et al. (2004) and observed in the experimental data (Ishihara et al., 2004; Chamorro and Porté-Agel, 2009) and numerical simulations (Xie and Archer, 2014). It was also employed in several wake models (Ishihara et al., 2004; Ainslie, 1988; Bastankhah and Porté-Agel, 2014; Gao et al., 2016). However, there are still problems of robustness and universality for these models.

Modelling the turbulence in wind turbine wake flows is also important since the wake induced turbulence increases the fatigue loading of the downwind turbine. Considering the complex nature of turbulence, it is common to model the maximum added turbulence intensity $\Delta I_{\text{max}}$, which normally occurs at the top tip height level. Based on the measurement data, Quarton and Ainslie (1989) proposed a widely used empirical expression for $\Delta I_{\text{max}}$, which is proportional to thrust coefficient and ambient turbulence intensity. The distance from wind turbine was normalized by the estimated near wake length $x_0$ defined by Vermeulen (1980). The parameters in Quarton’s model were modified by Hassan (Hassan et al., 1990) based on wind tunnel measurements. Crespo and Hernández (1996) proposed a similar model for $\Delta I_{\text{max}}$, which is related to the induction factor and ambient turbulence intensity. These three wake models are quite similar and show overestimation in the near wake region. In addition, the distribution of added turbulence intensity in the wake cross section is also important in the wind farm layout design and has not been investigated yet.

In this paper, a new wake model for wind turbines is proposed to consider the ambient turbulence intensity and thrust coefficient effects by numerical and analytical studies. In section 2, the numerical model used in this study is described and the systematic simulations are conducted and compared with the experimental data. Section 3 presents a new wake model proposed in this study. The accuracy of the proposed model and the conventional wake models are examined by the LES simulations and the wind tunnel tests. Finally, conclusions of this study are summarized in section 4.

2. Numerical model and validation

In this study, LES is employed to simulate the wind turbine wake flows, and the governing equations are presented in section 2.1. The accuracy of the wind turbine model is validated in section 2.2 by comparing the calculated thrust coefficients with the measured data of a model and a utility-scale wind turbine, respectively. Section 2.3 describes the set-up of the numerical simulations, including the computational domain and the main parameters used in each case. The turbulent inflows generated in the numerical wind tunnel are validated in section 2.4. Finally, the characteristics of the mean velocity and turbulence intensity in the wake region under different conditions are investigated and validated by the wind tunnel test in section 2.5.

2.1. Governing equations

In the LES, large eddies are directly computed, while the influences of eddies smaller than grid spacing are parameterized. The Boussinesq hypothesis is employed, and the Smagorinsky-Lilly model (Smagorinsky, 1963) is used to calculate the subgrid-scale (SGS) Reynolds stress.

The governing equations are filtered incompressible Navier-Stokes equations and are expressed as (Ferziger and Perić, 2002):

$$\frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial \left( \rho \tilde{u}_i \tilde{u}_j \right)}{\partial x_j} = - \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \tau_{ij} + \left( \rho - \rho_f \right) \tilde{S}_{ij} \right] - \rho_f \delta_{ij} f_i$$

where $\tilde{u}_i$ and $\tilde{p}$ are respectively filtered velocities and pressure, $\rho$ is the air density, $\mu$ is the dynamic viscosity, $f_i$ is the source term to present the external force corresponding to the effects of the wind turbine on the momentum, and $\tau_{ij}$ is the SGS stress, which is modelled as:

$$\tau_{ij} = -2\mu \delta_{ij} + \frac{1}{3} \mu \delta_{ij}$$

where $\mu_t$ denotes SGS turbulent viscosity, $\delta_{ij}$ is the Kronecker delta and $\tilde{S}_{ij}$ is the rate-of-strain tensor for the resolved scale which is defined as follows:

$$\tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right)$$

Smagorinsky-Lilly model is used for the SGS turbulent viscosity, i.e.:

$$\mu_t = \rho L_s^2 |\tilde{S}| = \rho L_s^2 \sqrt{2 \tilde{S}_{ij} \tilde{S}_{ij}}$$

where $L_s$ denotes the mixing length for subgrid-scales and it is calculated by:

$$L_s = \min (\kappa \delta, C_{L_s} V^{1/3})$$

$k$ is the von Karman constant, 0.42, $\delta$ is the distance to the closet wall and $V$ is the volume of a computational cell. In this study, Smagorinsky constant $C_L$ is determined as 0.032 based on the study performed by Oka and Ishihara (2009).

For the wall-adjacent cells, the wall shear stresses are obtained from the laminar stress-strain relationship in laminar sublayer:

$$\frac{\hat{\mu}}{\mu} = \frac{\rho \mu \nu_y}{\mu}$$

Provided that the mesh cannot resolve the laminar sublayer, the centroid of the wall-adjacent cells is assumed to fall within the logarithmic region of the boundary layer, and then the law of the wall is employed as follows:

$$\frac{\hat{\mu}}{\mu} = \frac{1}{\kappa} \ln E \left( \frac{\rho \mu \nu_y}{\mu} \right)$$
constant $E$ is 9.793.

Finite volume method is employed and the simulations are performed with ANSYS FLUENT. The second order central difference scheme is used for the convective and viscous terms, and the second implicit scheme is adopted for the unsteady term. SIMPLE (semi-implicit pressure linked equations) algorithm is employed for solving the discretized equations (Ferziger and Peric, 2002). The simulation time is 12 s and the later 10 s is used for the average.

2.2. Wind turbine model

In this study, the ADM-R model is adopted to determine the rotor-induced forces for a model wind turbine in the wind tunnel test and a utility-scale wind turbine. The model wind turbine is a 1/100 scale model of Mitsubishi’s MWT-1000 and the detailed information of the wind tunnel test setup was described by Ishihara et al. (2004) (see Fig. 1). The utility-scale wind turbine model is based on the offshore 2.4 MW wind turbine at the Choshi demonstration site, Japan (see Fig. 2).

The lift and drag forces acting on the turbine blades are calculated by using the blade-element theory. The relation between wind velocity and forces acting on a blade element of length $dr$ located at radius $r$ is shown in Fig. 3, where $x$ and $\theta$ denote the axial and tangential directions respectively, $a$ is the angle of attack, $\beta$ is the local pitch angle and $\phi$ is the angle between the relative velocity and rotor plane. $dF_L$ and $dF_D$ are the lift and drag forces acting on the blade element and are given by:

$$dF_L = \frac{1}{2} \rho W^2 c C_L dr, \quad dF_D = \frac{1}{2} \rho W^2 c C_D dr$$  \hspace{1cm} (9)

where $c$ is the chord length, $C_L$ and $C_D$ are the lift and drag coefficients, respectively. $W$ is the local relative velocity with respect to the blade element and is defined as $W = \sqrt{U_x^2 + (\Omega r - U_\theta)^2}$, where $U_x$ and $U_\theta$ are the axial and tangential velocities of the incident flow at the blade. The resulting axial force $dF_a$ and tangential force $dF_t$ on blade element can be expressed as:

$$dF_a = dF_L \cos \phi + dF_D \sin \phi$$  \hspace{1cm} (10)

$$dF_t = dF_L \sin \phi - dF_D \cos \phi$$  \hspace{1cm} (11)

The force per unit volume in each annular with an area of $\delta A = 2\pi r dr$ and a thickness of $\Delta x$ is expressed by:

$$f_a = \begin{cases} \frac{B}{2\pi} \frac{dF_a}{\Delta x} & 0 \leq x \leq \Delta x, \ 0 \leq r \leq R \\ 0 & \text{Other} \end{cases}$$  \hspace{1cm} (12)

$$f_t = \begin{cases} \frac{B}{2\pi} \frac{dF_t}{\Delta x} & 0 \leq x \leq \Delta x, \ 0 \leq r \leq R \\ 0 & \text{Other} \end{cases}$$  \hspace{1cm} (13)

where $B$ is the number of blades.

In the blade element momentum (BEM) theory (Burton et al., 2011), the axial and tangential components of the incident flow velocity at blades are assumed as $U_x = U_0(1-a)$ and $U_\theta = -\Omega r a'$, where $U_0$ is the free upstream wind speed, $\Omega$ is the turbine rotational speed, $a$ and $a'$ are the induction factors in the axial and tangential directions, respectively. They are unknown and solved based on the axial and angular momentum conservations.

In the wind farm simulation, the free upstream wind speed $U_0$ for a turbine in the farm is not known. Thus, the axial velocity at the rotor disk $U_x$ and $a'$ are selected as the unknown parameters instead of $a$ and $a'$ (Calaf et al., 2010; Goit and Meyers, 2015). In this study, a coupled BEM-CFD method is adopted, in which $U_x$ is directly obtained from the CFD simulation result and the local relative velocity is given as:

$$W = \sqrt{U_x^2 + (\Omega r)^2(1 + a')^2}$$  \hspace{1cm} (14)

where $a'$ is solved based on the angular momentum conservation as shown in the BEM theory:

$$a' = \frac{g_2}{g_2 - g_1} = \frac{Bc}{2\pi} \frac{C_L}{4F_LF_h} \frac{\sin \phi - C_D \cos \phi}{\sin \phi \cos \phi}$$  \hspace{1cm} (15)

where $F_L$ and $F_h$ are the tip loss factor and hub loss factor and calculated by the following equations

$$F_a = \frac{2}{\pi} \arccos \left[ \exp \left( -\frac{B}{2} \frac{R}{r} \left( \frac{1}{\sqrt{1 + (\Omega r/U_0)^2}} \right) \right) \right]$$  \hspace{1cm} (16)

$$F_h = 1.0$$  \hspace{1cm} (17)

An iterative process is used to calculate the tangential induction factors $a'$, in which the initial value for $a'$ is set to 0 and the convergence tolerance is specified as $1 \times 10^{-4}$.

The aerodynamic characteristics of the airfoils datasets of the sample 2 MW offshore wind turbine model provided by GL Garrad Hassan.

![Fig. 1. 1/100 scale model wind turbine in the wind tunnel test and its dimensions.](image-url)
Bossanyi (2003) are used for the 2.4 MW utility-scale turbine, and the corresponding Reynolds number is \(2 \times 10^6\). On the other hand, the Reynolds number for the airfoils of the model turbine in the wind tunnel test is around \(5 \times 10^4\). Therefore, the lift force coefficients are modified based on the NACA0012 provided by Burton et al. (2011) to reproduce the low Reynolds number effect. The drag force coefficients of the blade are not sensitive to the Reynolds number so the data for the sample 2 MW offshore wind turbine are used. The aerodynamic force coefficients for each section of the blade are plotted for low \(5 \times 10^4\) and high Reynolds number \(2 \times 10^6\) in Fig. 4, in which the ‘tr’ denotes the blade thickness ratio.

The thrust coefficients of whole rotor are calculated under different tip speed ratios as shown in Fig. 5 to validate the accuracy of the adopted aerodynamics coefficients for the blades. It can be seen that the predicted thrust coefficients show good agreement with the measured data from the wind tunnel and field test for the model and utility scale wind turbine, respectively. The predicted tangential force is compared with the measured one from the field test for the utility scale wind turbine as shown in the reference (Yousefi et al., 2016).

The load distributions on the blade under different thrust coefficients are presented in Fig. 6, in which the forces on the rotor disk calculated by Eq. (12) and Eq. (13) are multiplied by the rotor width and normalized by \(1/2\rho U_0^2\). It can be seen that when the rotor thrust coefficient has similar values, the distribution of the resulting axial and tangential forces along the rotor is analogous. The behavior of the wake is insensitive for the Reynolds number of a blade as mentioned by Whale et al. (Whale et al., 2000). The small difference on the load distribution does not cause distinct effects on the wake flow. This implies that effects of Reynolds number and blade details are not obvious on the wake flows of wind turbines as shown in section 2.5.

In the present wind turbine model, the nacelle and tower are modelled as porous media with 99.9% packing density. The forces induced by the nacelle and tower are calculated as follows:

\[
f_{nt,i} = \frac{1}{2}\rho C_{D,i}|v_i|u_i
\]

(Fig. 2. 2.4 MW wind turbine at Choshi demonstration site and its dimensions.)

(Fig. 3. Cross-sectional blade element showing velocity and forces.)

(Fig. 4. Variation of airfoil aerodynamic coefficients with the attack angle: (a) Lift and (b) Drag force coefficients.)
where \( u_i \) is the local velocity inside the nacelle and tower and should be close to 0. Thus, the drag coefficient \( C_{D,1} \) is set to \( 1 \times 10^5 \) in the CFD simulation.

### 2.3. Numerical setup

Numerical simulations are conducted in the atmospheric boundary layer simulated by using the same spires and fence as the wind tunnel test by Ishihara et al. (2004). As shown in Fig. 7(a), the computational domain has a streamwise length of 18.5 m, a spanwise length of 1.5 m and a vertical height of 1.8 m. The wind turbine model shown in Fig. 7(b) is placed at a distance of 5.5 m from the fence and at the center in the spanwise direction. The rotor diameter \( D \) is 0.57 m and the hub height \( H \) is 0.7 m. The velocity-inlet boundary condition is used with a uniform velocity of 10 m/s (same as the wind tunnel test) and the outlet is set as outflow (zero gradient of velocity). Symmetry boundary conditions are imposed at the top and side boundaries. The no-slip wall boundary condition is used for the bottom of the wind tunnel and the surface of spires and fence. The rotor disk, nacelle and tower as shown in Fig. 7(b) are divided in a uniform distance of 0.01 m by tetrahedral mesh. The low turbulence flow is generated by using the spires as shown in Fig. 8(a) and the high turbulence flow is generated by using the combination of wider...
spires and fence as shown in Fig. 8(b). The minimum grid size for the spires and fence in vertical and horizontal direction are set to 0.01 m and 0.002 m, respectively. The turbine rotor is connected smoothly with the outside domain as shown in Fig. 8(c), where the front surface of the rotor is located at $x = 0$.

It should be noted that the wake simulations for utility-scale turbine are also done in the wind tunnel scale since the wake flow behavior itself is insensitive to the Reynolds number when it is larger than $1 \times 10^5$ (Sorensen et al., 1998). In the actuator disc simulation, the Reynolds number effects from the blade aerodynamics are taken into account by the drag and lift coefficients as shown in Fig. 4.

Two kinds of operating condition ($C_T \approx 0.35$ and $C_T \approx 0.8$) under two types of inflow with different ambient turbulence intensity ($I_h = 0.035$ and $I_h = 0.137$) are used for the model and utility-scale wind turbines, respectively. For the model wind turbine, the tip speed ratio is set the same as the wind tunnel test. The parameters of numerical simulation for each case are summarized in Table 1, in which $I_h$ is the ambient turbulence intensity at the hub height, $C_T$ is the thrust coefficient and is defined as:

$$C_T = \frac{T}{0.5 \rho U_h^2 A_D}$$

where $A_D$ is the area of the rotor disk, $T$ is the thrust force acting on the rotor and $U_h$ is the hub height mean velocity. WT-M and WT-P denote the turbine model used in the wind tunnel test and the utility-scale turbine used at the Choshi demonstration site, respectively.

### 2.4. Inflow

The atmosphere boundary layers without wind turbine are generated by the spire and fence as the wind tunnel test. The mean velocities at the hub height with the low and high turbulence intensity are 10.22 m/s and 10.24 m/s, respectively, which are close to each other. All profiles of the mean velocity in this study are normalized by $U_h = 10.2$ m/s. The turbulence intensity is defined as:

$$I_1 = \frac{\sigma_u}{U_h}$$

where $\sigma_u$ is turbulence standard deviation. The ambient turbulence intensities at the hub height are $I_h = 0.035$ and $I_h = 0.137$ for low and high turbulence conditions, respectively. As shown in Fig. 9, the vertical mean velocity and turbulence intensity profiles at the location of the turbine ($x = 0, y = 0$) show good agreement with the experiment data. The significant gradient for the turbulence intensity as shown in Fig. 9(b) is due to the inflow profile generated by the fence and spires and the fully developed ABL profile is observed before the model wind turbine.

### 2.5. Mean velocity and turbulence intensity

The characteristics of mean velocity and turbulence intensity in the wake region are shown in Figs. 10 and 11. The two-dimensional contours from the model turbine cases (WT-M) are displayed in the vertical x-z plane through the center of the turbine ($y = 0$) as well as in the horizontal x-y plane at the hub height ($z = H$). The predicted vertical and horizontal profiles at selected downwind locations of $x = 2D, 4D, 6D$ and $8D$ are also plotted to illustrate the quantitative comparison between simulation results and the experiment data. Black solid lines and dash lines denote the results for the model wind turbine (WT-M) and the utility-scale wind turbine (WT-P), respectively. The experiment data are shown by open circles at two positions of $x = 2D, 8D$. All velocities are normalized by the hub height mean velocity $U_h$. The x-axis denotes the distance from the wind turbine normalized by the rotor diameter $D$. The distance of $2D$ corresponds to a unit scale of normalized mean velocity $U / U_h$ in Fig. 10 and a scale of turbulence intensity with the value of 0.3 in Fig. 11, respectively.

As shown in Fig. 10(a)~(d), mean velocities in the wake region show significant differences with different ambient turbulence intensity and thrust coefficients. It can be seen that high ambient turbulence intensity (Case 1, 2, 5, 6) leads to shorter wake region than cases with the low ambient turbulence (Case 3, 4, 7, 8). The high turbulence accelerates the process of flow mixing in the wake region. In addition, the large thrust coefficients (Case 2, 4, 6, 8) induces stronger velocity deficit in the wake region than the cases with small thrust coefficient (Case 1, 3, 5, 7).

In Fig. 10(e)~(h), the horizontal profiles show axial symmetric and some asymmetry in near wake region is due to the effect of torque on the rotor.

The LES simulation results of both model and utility-scale wind turbine trend towards the experimental data, even though the velocity deficits are slightly underestimated in the near wake region ($x = 2D$) for the low turbulence cases (Case 1, 2 and 5). As mentioned in the references (Vermeers et al., 2003; Xie and Archer, 2014), the near wake flow is significantly affected by the specific blade aerodynamics when the ambient turbulence is very low, because the ADM-R model is difficult to consider all detailed information for the blades. However, these differences are negligible in the engineering applications with a real ambient turbulence intensity. For the high ambient turbulence cases (Case 3, 4, 7 and 8), the velocity deficits in the near wake region are well predicted, since larger ambient turbulence generates stronger flow mixing and makes the effect from the blades less obvious.

Fig. 11(a)~(d) reveal that an obvious enhancement of turbulence

![Fig. 8. Grid used in the numerical simulation: (a) spires for the low turbulence inflow, (b) spires and fence for the high turbulence inflow, (c) the rotor section.](image-url)
occurs in the upper half of the wake region, especially at the top tip height. This enhancement is related to the wind shear that is the sharp shape of mean velocity profile near the top tip as shown in Fig. 10. In the lower part of the wake flow, the added turbulence intensity is weakened. It is due to the strong turbulence mixing near the ground. It can also be seen that larger thrust coefficient cases exhibit larger turbulence intensity in the wake flow and the maximum turbulence intensity occurs in the near wake region (about 2D downwind). Meanwhile, it can be clearly observed that the nacelle and tower also generate considerable turbulence but it vanishes quickly in the near wake region.
The turbulence intensities in the horizontal x-y plane at the hub height present a dual-peak and approximately axisymmetric distribution with the maximum value near the two side-tip position as shown in Fig. 11(e) ~ (h). They are related to the strong shear layer in the wake boundary region. Both horizontal contours and profiles display a slight asymmetry due to the effect of torque on the rotor.

Generally, the LES simulation results of mean velocity and turbulence intensity in the wake flow show good agreement with the experiment data for the model wind turbine. The emphasis is that the mean velocity and turbulence intensity in the wake region of model and utility-scale wind turbines show quite close profiles for each case. It implies that the wake flow strongly depends on the thrust coefficient \( C_T \) and ambient turbulence intensity \( I_a \), but weakly depends on the Reynolds number and the specific blade type.

### 3. A new wake model

A new wake model is proposed for prediction of velocity deficit and added turbulence intensity and derived in section 3.1 and 3.2. The predicted values by the proposed and conventional models are compared with those obtained from the LES simulations and wind tunnel tests. The applicability of the wake model used in IEC61400-1 and the proposed model for the local turbulence intensity prediction in the wake region are investigated and compared with LES results in section 3.3.

#### 3.1. Velocity deficit

The fully developed wake flow behind still bluff bodies like cylinder and disk have been investigated (Schlichting, 1979; Johansson et al., 2003). The assumption of axisymmetric and the self-similar distribution for the velocity deficit in the far wake region were used in these studies.

In this study, the streamwise velocity deficit induced by the rotor is also assumed to be axisymmetric with respect to the axis of the rotor and have self-similar distribution in the wake cross-section. Therefore, the mean velocity \( U(x, y, z) \) in the wake can be determined by the following equation:

\[
U(x, y, z) = U_0(y, z) - \Delta U
\]

where \( U_0(y, z) \) is the wind speed of incoming flow and \( \Delta U \) is the velocity deficit induced by the turbine rotor and is a function of \( x \) and \( r \) which denotes the radial distance from the center of the wake as \( r = \sqrt{y^2 + (z - H)^2} \). Since the velocity deficit shows self-similar property, it can be expressed as the product of a streamwise function and a self-similar shape function:

\[
\Delta U/U_0 = F(C_T, I_a, x/D)\phi(r/\sigma)
\]

where \( F(C_T, I_a, x/D) \) represents the maximum velocity deficit \( \Delta U_{\text{max}} \) for
each downwind location normalized by the mean wind speed \( U_h \) at the hub height, \( \phi(r/\sigma) \) is the self-similar distribution of the velocity deficit on the cross section, which is defined as the velocity deficit normalized by the maximum value at the center of the wake section. \( \sigma \) denotes the standard deviation of the mean velocity deficit distribution in the spanwise direction at each cross section and is treated as the representative wake width. \( F(C_T, I_x, x/D) \) and \( \phi(r/\sigma) \) are termed as “streamwise function” and “spanwise function” for the velocity deficit in this study, respectively.

The Gaussian distribution assumption has been derived by Ishihara et al. (2004) (see Appendix A) and is used as the spanwise function for the velocity deficit in this study as follows:

\[
\phi(r/\sigma) = \exp \left( -\frac{r^2}{2\sigma^2} \right) 
\]

Eq. (23) is rewritten in a general form as follows:

\[
F(C_T, I_x, x/D) = \frac{1}{(a + b x/D)^2} 
\]

where \( a \) and \( b \) are the model parameters which can be derived by equating Eq. (26) with Eq. (25) as follows:

\[
a = 4C_T^{-0.5}, \quad b = 4C_T^{-0.1} \kappa^* \]

A specific expression for \( \kappa^* \) has not been given in the reference (Bastankhah and Porté-Agel, 2014). In this study, \( \kappa^* \) and \( \epsilon \) in Eq. (24) are modelled as a function of \( C_T \) and \( I_x \). In order to obtain constants in the parameters, except for the results of 8 cases conducted in this study, data from another 9 cases in references (Wu and Porté-Agel, 2012) and (Wu and Porté-Agel, 2011) are also used. There are 10 data points for \( C_T \) (0.36, 0.37, 0.81, 0.84, 0.8, 0.461, 0.375, 0.45, 0.55, 0.476) and 7 data points for \( I_x \) (0.035, 0.137, 0.048, 0.069, 0.094, 0.134, 0.07) to fit constants in the parameters. Finally, the empirical expression for \( \kappa^* \) and \( \epsilon \) are proposed by data fitting in the far wake region based on Eq. (25).

\[
\kappa^* = 0.11C_T^{0.07} I_x^{0.2}, \quad \epsilon = 0.23C_T^{0.25} I_x^{0.17} 
\]

Eq. (28) is rewritten in the following equation:

\[
F(C_T, I_x, x/D) = \frac{1}{(a + b x/D + p)^2} 
\]

The correction term \( p \) in the near wake region should decrease with the distance downwind turbine and can be modelled by a similar form as Eq. (26), i.e. \( p = \alpha(1 + x/D)^{-2} \). As mentioned in section 2, the influence from turbine aerodynamics is weakened by the high ambient turbulence and large thrust coefficient, thus the correction term can be written as \( p = \alpha C_T^{-0.25} I_x^{0.7}(1 + x/D)^{-2} \). The model parameters \( a \) and \( b \) are obtained by data fitting and expressed as shown in the following equation:

\[
\alpha = 0.15C_T^{0.25} I_x^{0.7}(1 + x/D)^{-2} 
\]

The final form of the proposed model and parameters for the velocity deficit are summarized in the Table 2. The new model is general applicable in both near and wake region.
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Fig. 12. Gaussian distribution for velocity deficit: (a) Schematic and (b) Numerical simulations.
where $k$ is the wake decay coefficient and the recommended values is $k = 0.4L_T$ for the flat terrain under neutral conditions (Peña et al., 2016).

As can be seen from Fig. 13, the proposed model shows good agreement with the LES data for all case in the near as well as the far wake region. The model by Katic et al. generally underestimates the velocity deficit since it uses the top-hat shape. The velocity deficits reach maximum in the near wake region and decrease more slowly for the low ambient turbulence cases than those for the high ambient turbulence cases. The predicted velocity deficits by the proposed model catch these behaviours well.

The validation metric, hit rate $q$ (Schatzmann et al., 2010) is used here to quantify the agreement between LES results and values predicted by wake models. $q$ is defined as:

$$q = \frac{1}{N} \sum_{i=1}^{N} n_i, \quad n_i = \begin{cases} 1 & \text{if} \quad |y_i - x_i| \leq D_q \quad \text{or} \quad |y_i - x_i| \leq W_q \\ 0 & \text{else} \end{cases}$$

where $y_i$ and $x_i$ are the observed (LES) and predicted (wake model) values of a given variable for sample $i$, respectively, and $N$ is the number of data points. A hit rate $q$ specifies the fraction of model results that differ within an allowed range $D$ or $W$ from the comparison data. $D$ accounts for the relative uncertainty of the predicted values, and $W$ describes the repeatability of the predicted values. The ideal values of the metrics that correspond to perfect agreement is $1.0$ for $q$. The thresholds for $q$ are $D_q = 0.15$ for mean wind speed and $D_q = 0.21$ for turbulence intensity since the standard deviation of variable gives error as $\sqrt{2}$ as the variable itself. $W_q = 0.05 \max |\xi|$ is used for both mean wind speed and turbulence intensity, in which $|\max |\xi|$ is a maximum value supposed in the observation.

Fig. 14 shows scatter plots for comparison between the wake model and the LES results for normalized velocity deficit at the hub height, together with the corresponding validation metric boundary. The LES data from this study as well as those reported by Wu and Porté-Agel (2012) are used. The proposed model shows better performance for velocity deficit prediction with a higher hit rate than the Katic model as shown Table 3.

Fig. 15 compares the vertical as well as horizontal profiles of velocity deficit for each case obtained from the present LES results and the two wake models. It can be seen that the proposed model gives more reasonable distributions than the top-hat shape used by Katic et al. which underestimates the velocity deficit in the center of wake and over-estimates them in the outside regions.

### 3.2. Added turbulence intensity

As presented in section 2.5, the turbulence distribution in the wake region also shows symmetric in the horizontal direction, and the non-symmetric character of turbulence distribution in the vertical distribution is associated with the non-symmetric character of the incident flow.
Therefore, firstly the added turbulence intensity is assumed axial symmetric, and the effects of incoming shear layer are later considered to amend for the non-symmetricity in the vertical direction. The turbulence standard deviation in any position $\sigma_u(x, y, z)$ downwind the turbine is determined by the ambient turbulence standard deviation $\sigma_{u0}(y, z)$ and the added turbulence standard deviation $\Delta u'$ as shown in the following equation:

$$
\sigma_u(x, y, z) = \sqrt{\sigma_{u0}^2(y, z) + \Delta u'^2}
$$

(34)

The self-similarity assumption is also taken for the added turbulence standard deviation $\Delta u'$ in this study for the first time, which is a function of $x$ and $r$. The added turbulence intensity $\Delta I_1$ can also be modelled as the product of the maximum value at the location $x$ and the distribution function as follows:

Table 3
Hit rate $q$ for the wake models in the streamwise direction.

<table>
<thead>
<tr>
<th>Wake model</th>
<th>$\Delta U/U_h$</th>
<th>$\Delta I_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed model</td>
<td>0.81</td>
<td>0.78</td>
</tr>
<tr>
<td>Katic</td>
<td>0.31</td>
<td>–</td>
</tr>
<tr>
<td>Crespo and Hernandez</td>
<td>–</td>
<td>0.38</td>
</tr>
</tbody>
</table>
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\( \Delta I = \frac{\Delta u'}{U_h} = G(C_T, I_a, x/D)\varphi(r/\sigma) \)  

(35)

where \( G(C_T, I_a, x/D) \) is the streamwise function denoting the maximum added turbulence intensity \( \Delta I_{\text{max}} \) at the tip of the blade for each downwind location, and \( \varphi(r/\sigma) \) is the spanwise function which is assumed as a dual-Gaussian shape as shown in Fig. 16(a) and \( \sigma \) is the same parameter as in the Gaussian distribution for the velocity deficit.

The maximum value of added turbulence intensity occurs at the tip of blade instead of the center of the rotor. Similar to the velocity deficit distribution in the wake region, the Gaussian shape is used for the added turbulence intensity with peak of the distribution occurring at the rotor tip as shown in Fig. 16(a), and is expressed as:

\[
\varphi(r/\sigma) = \exp \left( -\frac{r^2}{2\sigma^2} \right)
\]

(36)

In Fig. 16(b), the horizontal distributions of added turbulence intensity are plotted together with the Gaussian distribution, in which \( r'_{1/2} \) is the half-width for added turbulence intensity distribution at one side. It can be seen that the added turbulence intensity can also be evaluated well by the Gaussian distribution. In Eq. (36), \( r' \) can be rewritten as \( r' = r - D/2 \). In the region between the tip sides (\( r \leq D/2 \)) as shown in Fig. 16(a), the effect from each side can be combined by the superposition of the turbulence generated at the tip annulus. In this way, the distribution of added turbulence intensity in the spanwise direction can be expressed by the following equations:

\[
\varphi(r/\sigma) = k_1 \exp \left( -\frac{(r-D/2)^2}{2\sigma^2} \right) + k_2 \exp \left( -\frac{(r+D/2)^2}{2\sigma^2} \right)
\]

(37)

where \( k_1 \) and \( k_2 \) are the model parameters and are set to 1 and 0 in the outside region (\( r > D/2 \)) and determined based on the continuity and monotonicity constraint when \( r \leq D/2 \) as shown in the following equations:

\[
k_1 = \begin{cases} 
\cos^2(\pi/2 - (r/D - 0.5)) & r/D \leq 0.5 \\
1 & r/D > 0.5 
\end{cases}
\]

(38)

\[
k_2 = \begin{cases} 
\cos^2(\pi/2 - (r/D + 0.5)) & r/D \leq 0.5 \\
0 & r/D > 0.5 
\end{cases}
\]

(39)

Assuming that the turbulence viscosity \( \nu_t \) is constant and velocity deficit is small in the far wake region, namely \( U(x, y, z) \approx U_0 \), the transport equation of streamwise added turbulent standard deviation \( \Delta u'^2 \) has the same expression form as the transport equation of velocity deficit as shown in Eq. (A.3) (see Appendix A):

\[
\frac{\partial(\Delta u'^2)}{\partial x} = \frac{\nu_t}{r^2} \frac{\partial}{\partial r'} \left( r' \frac{\partial(\Delta u'^2)}{\partial r'} \right)
\]

(40)

Therefore, similar to the expression of velocity deficit in Eq. (26), the maximum \( \Delta u'^2 \) for each downwind location in the wake region can be modelled analogically as:

\[
\Delta u'^2_{\text{max}} = \frac{1}{(d^2 + Bx^2)^e}
\]

(41)

The maximum added turbulence intensity \( \Delta I_{\text{max}} \) for each downwind location in the wake region can be expressed as:

\[
\Delta I_{\text{max}} = \frac{\Delta u'^2_{\text{max}}}{U_h} = G(C_T, I_a, x/D) = \frac{1}{d + e x/D}
\]

(42)

where the parameter \( d \) and \( e \) are also a function of the thrust coefficient \( C_T \) and the ambient turbulence intensity \( I_a \). Since the exponent of \( I_a \) for \( d \) and \( C_T \) for \( e \) are almost 0 by data fitting in the far wake region based on Eq. (42), \( d \) and \( e \) are expressed as follows:

\[
d = 2.3 C_T^{1.2} I_a^{0.45} (1 + x/D)^{-2}
\]

(43)

As mentioned above for the velocity deficit modelling, it is also necessary to add a correction term \( q \) to consider the added turbulence intensity in the near wake region and the streamwise function is expressed by the following equation:

\[
G(C_T, I_a, x/D) = \frac{1}{d + e x/D + q}
\]

(44)

The correction term \( q \) in the near wake region is also obtained by the data fitting as shown in the following equation:

\[
q = 0.7 C_T^{2.5} I_a^{0.45} (1 + x/D)^{-2}
\]

(45)

Fig. 17 shows the variation of added turbulence intensity at the top tip height with the normalized distance downwind the turbine. The solid lines denote the results predicted by the proposed model and dotted lines are the results from the model by Crespo and Hernández (1996), which has the expression for the near and far wake regions as follows:

\[
\Delta I = \begin{cases} 
0.362 (1 - \sqrt{1 - C_T}) & (x < 3D) \\
0.73 \left( \frac{1 - \sqrt{1 - C_T}}{2} \right)^{0.45} I_a^{-0.2} \left( \frac{x}{D} \right)^{-0.32} & (x \geq 3D)
\end{cases}
\]

(46)

It can be seen that the proposed model captures the changing of \( \Delta I \) well for all the cases. In the far wake region, the Crespo and Hernández model slightly underestimates \( \Delta I \) for small \( C_T \) cases and overestimates \( \Delta I \) for large \( C_T \) cases. On the other hand, it overestimates \( \Delta I \) in the near wake region for some cases.

Fig. 18 shows scatter plots for comparison between the wake model and the LES results for added turbulence intensity at the top-tip height, together with the corresponding validation metric boundary. The LES data from this study as well as those reported by Wu and Porté-Agel (2012) are used. The proposed model shows better performance for
added turbulence intensity prediction with a higher hit rate than the Crespo and Hernandez’s model as shown in Table 3.

In addition, a correction term $\delta(z)$ to describe the weakened turbulence intensity in the lower part of the wake flow is added as follows:

$$
\delta(z) = \begin{cases} 
0 & (z \geq H) \\
I_a \sin \left( \frac{\pi (H - z)}{H} \right) & (z < H) 
\end{cases}
$$

(47)

The complete form of the proposed model for the added turbulence intensity is also summarized in Table 2.

Fig. 19 shows the vertical as well as horizontal profiles of turbulence intensity for each case obtained from the LES results and wake models. It can be clearly observed that the proposed wake model well predicts the spatial distributions and maximum values of the turbulence intensities, while the model based on the top-hat shape overestimates the turbulence intensity at the center of wake and underestimates them in the outside region.

### 3.3. Comparison with Frandsen’s model

In the IEC 61400-1 for wind turbine design (IEC 61400-1, 2005), the turbulence intensity in a wind turbine wake is estimated by the following formula:

$$
\delta_T = \sqrt{\delta_w^2 + \delta_a^2}
$$

(48)

where $\delta_T$ is the turbulence standard deviation in the wake region, $\delta_w$ is the turbulence standard deviation generated by the turbine and $\delta_a$ is the ambient turbulence standard deviation. The added turbulence intensity is defined as the $\delta_w$ normalized by the mean wind speed $U_h$ at the hub height as follows:

$$
\Delta I_1 = \frac{\delta_w}{U_h} = \frac{1}{1.5 + \frac{\Delta I_{\text{hub}}}{5}}
$$

(49)

This model by Frandsen (2007) was derived based on the data fitting at the wind speed in a range from 9 m/s to 11 m/s and the thrust coefficient $C_T$ was about 0.7 based on the approximation of $C_T/C_{25} = U_h$. In this model, the turbulence standard deviation is assumed to be constant in the cross section of the wake.

In addition, it should be noted that in the conventional wake models, including the proposed model, the added turbulence intensity is defined by reference of the mean velocity $U_h$ at the hub height. However, the local turbulence intensity is crucial for a specific turbine load evaluation in the real wind farm as investigated by Göçmen and Giebel (2016). It is defined by the reference of local mean velocity and is expressed as follows:

$$
\Delta I_{\text{local}} = \frac{\Delta I_1 U_h}{U}
$$

(50)

where $U$ is the local mean velocity in the wake region and is calculated based on Eq. (21).

In order to examine applicability of the proposed model and Frandsen’s model, the local turbulence intensity predicted by the wake models and LES at hub height and top tip height are shown in Figs. 20 and 21. These two representative locations are chosen to consider that maximum mean velocity deficit at the hub height and the maximum added standard deviation at the top tip height, which might represent the maximum local turbulence intensity in the cross section of wake. The wind turbines are rarely laid close less than 2D, therefore the data in the wake region of $x/D > 2$ are shown. It can be seen that the local turbulence intensity...
Fig. 19. Validation for turbulence intensity: (a) Case 1 and 5, (b) Case 2 and 6, (c) Case 3 and 7, (d) Case 4 and 8 for vertical direction, (e) Case 1 and 5, (f) Case 2 and 6, (g) Case 3 and 7, (h) Case 4 and 8 for horizontal direction.

Fig. 20. Local added turbulence intensity at the hub height: (a) Case 1 and 5, (b) Case 2 and 6, (c) Case 3 and 7, (d) Case 4 and 8.
predicted by the proposed model generally show good agreement with LES data in both near and far wake region. The Frandsen’s model also shows good prediction in the far wake region but overestimates the values in the near wake region for small CT cases since it is originally applicable to the case with CT = 0.7 as mentioned above. It implies that the Frandsen’s model is slightly conservative from the point of view of safety for the turbulence intensity prediction in near wake region under the condition with small thrust coefficient.

Similar to the approach implemented in reference (Niayifar and Porté-Agel, 2016) for power prediction in a wind farm by using the single wake model of Bastanhah and Porté-Agel (2014), the proposed model can also be directly applied over a small-scale wind farm. On the other hand, inside a large-scale wind farm more with than 5 rows of wind turbine, the single wake model needs modifications as suggested in IEC standard (IEC 61400-1, 2005).

4. Conclusions

In this study, a series of numerical simulations of wind turbine wake with different ambient turbulence intensities and thrust coefficients are carried out by using LES for the model and utility-scale wind turbines. Subsequently, based on the numerical simulation result, a new wake model is proposed based on systematic analysis of the ambient turbulence intensity and the thrust coefficient effects on the wake flow. Following conclusions are obtained:

1. The numerical simulation results are in good agreement with the wind tunnel test. The mean velocity and turbulence intensity behind the model and utility-scale wind turbines show quite close profiles, which indicate that the thrust coefficient and ambient turbulence intensity are the dominant parameters for the wake flow in spite of the specific wind turbine type.
2. A new wake model is proposed to predict the mean velocity deficit and added turbulence intensity in the near and far wake region. The proposed model shows good performance for prediction of maximum values as well as distributions of mean velocity and turbulence intensity under various ambient turbulence and thrust coefficient conditions.
3. The applicability of the Frandsen’s model used in IEC61400-1 and the proposed model for the local turbulence intensity prediction in the wake region are investigated. The proposed model provides more accurate predictions, while Frandsen’s model shows conservative results in the near wake region.
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Appendix A. Gaussian distribution function in Ishihara’s wake model

An axisymmetric wake allows a two-dimensional formulation in cylindrical coordinates. Here the distance from the center of rotor along axial and radial directions are denoted by x and r respectively, and the velocity in the wake region is described by:

$$U = U_0 - \Delta U$$

where $U_0$ is the wind speed of the incoming flow and $\Delta U$ denotes the velocity deficit.

When the wake flow is simplified without external forces and pressure gradients, the equation of momentum for steady axisymmetric wake flow can be expressed in cylindrical coordinates as follows:

$$U \frac{\partial U}{\partial x} + W \frac{\partial U}{\partial r} = \nu \left( \frac{\partial^2 U}{\partial x^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial U}{\partial r} \right) \right)$$

Fig. 21. Local added turbulence intensity at the top tip height: (a) Case1 and 5, (b) Case2 and 6, (c) Case3 and 7, (d) Case4 and 8.
where $\nu_t$ is the turbulence viscosity and is assumed to be constant. Since $\Delta U$ is small compared with $U_0$, $W$ and $\frac{\partial W}{\partial t}$ is subsequently negligible. Eq. (A.2) can be simplified as Eq. (A.3) by inserting Eq. (A.1):

$$U_0 \frac{\partial \Delta U}{\partial x} = \frac{\nu_t}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \Delta U}{\partial r} \right)$$

(A.3)

The following equation can be obtained by applying the momentum conservation for the wake flow.

$$2\pi \rho U_0 f(U_0 - U) r dr = \frac{1}{2} \rho U_0^2 C_T \frac{D^2}{4}$$

(A.4)

where $C_T$ is the thrust coefficient of the turbine rotor and $D$ is the diameter of rotor. Here, $\Delta U$ is neglected since it is smaller than $U_0$.

In view of the similarity of the velocity profiles and the assumption of power law for the velocity deficit and wake width, the following expressions can be obtained as shown by Schlichting (1979):

$$\frac{\Delta U}{U_0} = C \eta^2 f(\eta) \quad \eta = \frac{r}{b}$$

(A.5)

$$b = 2 \left( \frac{\nu_t}{U_0} \right)^{\frac{1}{n}}$$

(A.6)

where $C$ is a constant in the model of Ishihara et al. (2004) and $\eta$ is the distance from the wake center $r$ normalized by the representative wake width $b$ which equals to $b_{1/2}/0.833$, $C$ and $\nu_t$ are the function of the thrust coefficient as shown in the reference (Ishihara et al., 2004).

Substitution of Eqs. (A.5) and (A.6) into Eq. (A.3) yields

$$C U_0^2 (p f + m f') e^{-\eta} = \frac{1}{4} C U_0 \eta \left( \frac{U_0}{\nu_t} \right)^{2+2n} \left( \frac{1}{\eta^2} + f' \right) x^{p+2n}$$

(A.7)

in which the exponent of $x$ at each side of the above equation should be equal, which leads to $m = -1/2$. Then by submitting it back to Eq. (A.7), the differential equation of $\eta$ can be obtained as follows:

$$(p f')' + 2 p f' - 4 m p f = 0$$

(A.8)

The boundary condition of the above equation are

$$f' = 0 \quad \eta = 0$$

$$f = 0 \quad \eta = \infty$$

(A.9)

If $p$ is set to $-1$, the solution of the above differential equation is

$$f(\eta) = \exp \left( -\eta^2 \right)$$

(A.10)

Eq. (A.10) is an approximate solution of Eq. (A.8) and is used in this study.

Appendix B. Streamwise function in Bastanah and Porté-Agel's wake model

If the viscous and pressure terms in the momentum equation are neglected, the following equation can be obtained for the wake by applying mass and momentum conservation:

$$2 \pi \rho f U_0 (U_0 - U) r dr = \frac{1}{2} \rho U_0^2 C_T \frac{D^2}{4}$$

(B.1)

where $U_0$ is the wind speed of incoming flow, $U$ is the wind speed in the wake region and $C_T$ is the thrust coefficient of the turbine rotor. Eq. (B.1) is the same as Eq. (A.4) if $\Delta U^2$ is neglected. The self-similarity in the wake describes the normalized velocity deficit as:

$$\frac{\Delta U}{U_0} = C(x) f(\eta/\sigma)$$

(B.2)

where $C(x)$, namely the streamwise function, represents the maximum normalized velocity deficit at each downwind location which occurs at the center of the wake, $r$ is the radial distance from the wake center and $\sigma$ is the characteristic wake width at each $x$. By taking the assumption of Gaussian distribution for the velocity deficit, Eq. (B.2) can be written as:

$$\frac{\Delta U}{U_0} = C(x) \exp \left( -\frac{r^2}{2\sigma^2} \right)$$

(B.3)
Therefore, the wake velocity is given by:

\[ U = U_0 \left( 1 - C(x) \exp \left( -\frac{r^2}{2\sigma^2} \right) \right) \]  

(B.4)

Substituting for \( U \) from Eq. (B.4) into Eq. (B.1) and integrating from 0 to \( \infty \) yields:

\[ 8 \left( \frac{\sigma}{D} \right)^2 C(x)^2 - 16 \left( \frac{\sigma}{D} \right)^2 C(x) + C_T = 0 \]

(B.5)

By assuming \( \sigma/D \) as a constant, the above equation can be solved as follows:

\[ C(x) = 1 - \sqrt{1 - \frac{C_T}{8(\sigma/D)^2}} \]

(B.6)

In fact, \( \sigma/D \) slightly increases in the wake region and is written as:

\[ \sigma/D = k^*x/D + \epsilon \]

(B.7)

Substituting it into Eq. (B.6),

\[ C(x) = 1 - \sqrt{1 - \frac{C_T}{8(k^*x/D + \epsilon)^2}} \]

(B.8)

where \( k^* \) denotes the wake expansion rate and \( \epsilon \) are expressed as follows,

\[ \epsilon = 0.2 \sqrt{\beta} \quad \text{with} \quad \beta = \frac{1 + \sqrt{1 - C_T}}{2 \sqrt{1 - C_T}} \]

(B.9)

A specific expression for \( k^* \) has not been proposed by Bastankhah and Porté-Agel (2014), which consequently limits its applicability to other cases. In addition, it should be noted that the term in the square root, \( 1 - C_T/(8(k^*x/D + \epsilon)^2) \), in Eq. (B.8) can be negative in the near wake region because Eq. (B.8) is an approximate solution of Eq. (B.5).
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